Since the release of the final report of the Global Commission on the Stability of Cyberspace in November 2019, the concept of cyberstability has continued to evolve. A number of new ‘conditions’ are emerging: new agreements on norms, capacity building and other stability measures have been proposed and solidified within the United Nations and elsewhere, and stakeholders are exploring ways to increase stability and minimize the risk of conflict in cyberspace through technical fixes or governance structures. The constellations of initiatives involved in working towards cyberstability is expanding, underlining the need to connect the traditional state-led dialogues with those of the Internet communities from civil society and industry. Gaps continue to close, between the global north and south, between technology and policy, but also the stability in and the stability of cyberspace.

The first Cyberstability Paper Series explores these “New Conditions and Constellations in Cyber” by collecting twelve papers from leading experts, each providing a glance into past or future challenges and contributions to cyberstability. The papers were released on a rolling basis from July until December 2021 and compiled in this edited volume. All papers are available for open access, and a limited number of printed hardback copies are available.
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Today, the world is living through an information revolution as profound as that which followed Gutenberg’s invention of the printing press in the 15th century, and it is important to remember that Gutenberg’s revolution was followed by insecurity and instability that tore European societies apart. The Internet has existed since the 1970s, but only in this century have computer networks become a vital part of the global economy. At the beginning of the century, only a few percent of the world’s people were online. Now, with the spread of the World Wide Web, mobile phones, and social media, more than half the world population relies on the Internet. The Internet has become an essential substrate for economic, social, and political interactions. The good news is that connectivity produces efficiency and economic gains, but the bad news is that it also produces vulnerability and insecurity. With big data, artificial intelligence, advanced robotics, and the “Internet of Things,” the number of cyber connections may approach a trillion by 2030. The world has experienced cyberattacks since the 1980s, but the attack surface has expanded dramatically and now includes everything from industrial control systems to automobiles to personal digital assistants. In terms of global peace and prosperity, we have to ask how we can engender stability in cyberspace.

In terms of global military conflict, computer networks have become a fifth domain in addition to the traditional four: land, sea, air, and space. Many countries have established specialized cyber command units. Among the special characteristics of the new cyber domain are the erosion of distance; speed of interaction; low cost, which reduces barriers to entry; and difficulties of attribution, which promote deniability and slow responses to attacks. Both states and non-state actors have become attackers as well as defenders.

Societies take time to learn how to respond to major disruptive technological change. For example, nuclear technology burst into public consciousness after Hiroshima in 1945, but in terms of chronology it took more than two decades before states began to reach the first norms and agreements by which to control nuclear weapons. If we start from the time that the Internet became broadly commercialized, cooperation in developing cyber norms is now approaching such a two-decade mark. In 1998, Russia first proposed a UN treaty to ban electronic and information weapons. The US rejected the treaty as unverifiable, because whether a line of code is a weapon or not can depend on the changeable intent of the user.
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Instead, the UN Secretary General appointed a group of governmental experts (GGE), which first met in 2004. Six GGEs have convened since then and issued four reports, most recently in June 2021. The 2015 report agreed on eleven voluntary norms, most importantly not attacking civilian infrastructure, not interfering with computer emergency response teams, not allowing one’s territory to be used for wrongful acts, and providing assistance when requested. These norms were reinforced in 2021 by the report of an Open-Ended Working Group of all UN members, which also stated that existing international law applies in the cyber domain.

In addition to the UN process, there have been many sources of suggestions about cyber norms. In the OEWG negotiations, one of the most mentioned initiatives was proposed by the Global Commission on the Stability of Cyberspace (GCSC), described in these pages. Initiated by a Dutch think tank with strong support from the Dutch government, the GCSC had co-chairs from Estonia, India, and the United States, an able international staff, and was comprised of former government officials, experts from civil society, and academics from sixteen countries. It developed eight norms with which to address what we saw as gaps in those previously declared by the GGE, including a norm for protecting the “public core” backbone infrastructure of the global Internet from attack, as well as prohibiting interference with electoral systems, to name two of the most prominent examples. Other norms proposed by the commission included not interfering with supply chains; not introducing cyber robots into others’ machines; creating transparent processes for judging whether to disclose flaws and vulnerabilities discovered in coding; encouraging prompt patching; improving cyber hygiene; and discouraging private vigilantism, or “hack-back.” Another multistakeholder initiative, the French-led Paris Call for Trust and Security in Cyberspace, adopted six of the GCSC norms in 2019. Many further norms can be imagined and have been proposed for building stability in cyberspace, but the important question now is not more norms but whether they will alter state and non-state actors’ behavior.

Skeptics dismiss these voluntary peacetime norms, but violation does not make norms irrelevant, either at the domestic or international level. Norms create expectations about behavior that make it possible to hold other states and non-state actors accountable. Norms help legitimize enforcement actions. From a longer historical perspective, a regime of cyber norms will be essential if we are to avoid the ongoing deterioration of international order that will otherwise accompany the rapid technological changes described above. As they approach the chapters that follow, readers should realize that norms alone are not sufficient to prevent such instability, but they will be necessary.
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Cyberspace is a domain of constant change. As such, it requires agile, not static, mechanisms by which to ensure stability as the world changes around it. Cyberstability therefore means that new conditions and constellations must be able to emerge. This Paper Series contributes to the understanding of these new aspects of cyberstability.

The mission of the Global Commission on the Stability of Cyberspace (GCSC), which we had the honor of co-chairing, was to help advance cyberstability by proposing norm and policy initiatives that helped advance stability in cyberspace. We are very proud that the GCSC is widely considered to have been a success, including also in academic literature. However, while this success is currently mostly measured against our influence on the evolving debates on norms and soft law with the United Nations First Committee dealing with disarmament and International security, we believe that our influence on the definition of what actually constitutes cyberstability will be at least as important, and potentially longer lasting.

Definitions of cyberstability will evolve with the domain itself. This Series can, of course, never offer more than a snapshot of the many topics that together help define stability in cyberspace. It is also therefore by necessity a highly diverse collection of views—going beyond a focus on international peace and security to include voices from international development, Internet governance, the rights communities, and also from the technical heart of the Internet. We believe that this diversity of views, like the diversity of the makeup of the GCSC, are a strength, not a weakness. It can help break silos on thinking and introduce some urgently needed mutual understanding and coherence between the different strands of cyberstability. Each strand can in turn be strengthened by learning from others and, while maintaining its own unique voice and identity, continue to craft solutions that take a holistic view of cyberstability to heart. Diversity does not mean ignorance of the other, but mutual respect and recognition, and working through common values of principles toward a shared goal. An approach rooted in diversity also grows stronger when new voices and experts are added. We hope that with this Collection we can add additional voices, and continue to work together in our common goal to strengthen the stability of cyberspace.
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Introduction
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Cyberstability represents an ideal state, one that may require constant effort to attain. As such, it requires continuous new input. This collection of essays is an attempt to drive that understanding further.

In a recent US State Department paper on the term “strategic stability,” the author concluded that the phrase was a “descriptive term rather than a normative term: it [is] less a per se good than something that is good or bad, desirable or undesirable, depending upon the circumstances and upon the values that one prizes.” The term cyberstability, like its cousin cyber peace, is the opposite of this: it is wholly normative, sketching an ideal state that does not yet exist. It is therefore an ongoing work in progress.

The Global Commission on the Stability of Cyberspace (GCSC), of which I had the privilege of serving as its director, defined cyberstability as a state in which “Everyone can be reasonably confident in their ability to use cyberspace safely and securely, where the availability and integrity of services and information provided in and through cyberspace are generally assured, where change is managed in relative peace, and where tensions are resolved in a non-escalatory manner.”

This definition appeared in the November 2019 GCSC Final Report, “Advancing Cyberstability,” for the first time. It helped introduce one of the main deliverables of the GCSC: the Cyberstability Framework. This framework included the key issues that needed to be considered in the pursuit of cyberstability: multistakeholder engagement, adherence to international law, open technical standards, a set of cyberstability principles, capacity building, confidence-building measures, and voluntary norms. The Commission made a primary contribution to three items of the framework, namely, the principles, the role of the multistakeholder approach, and norms. Indeed, many of the eight norms proposed have gone on to have a significant impact in the global discussion on peace and security in cyberspace, and some, such as the norms against non-interference with the public core of the Internet, have been widely supported, both in spirit, and, sometimes, in letter. Despite the success of many of the GCSC norms, it is the contribution to the evolving definition of cyberstability that may yet prove to be the most influential.

The GCSC did not start its work by defining cyberstability, but rather arrived at its definition based on its work, itself guided from the start by its mission statement “to develop norms and policy initiatives that advance international security and stability.” Crafting a definition at the end rather than in the beginning of a deliberative process is wholly in-line with the growth of cyberspace and the Internet itself, whose bottom-up and end-to-end characteristics have meant that development has
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gone before grand design, and where growth has been above all organic, and not forced or guided by anything else then practical considerations. This means that cyberspace and the Internet will be in constant change—ideally “one managed in relative peace”—and likewise this means that exactly what constitutes cyberstability will change as well.

Since the release of the final GCSC report in November 2019, the concept of cyberstability has continued to evolve. A number of new “conditions” are emerging: new agreements on norms, the rise of capacity building as a distinct line of effort, and ideas for new confidence with other stability-building measures have crystalized. Other developments, such as the instating on the so-called digital cooperation discussion, and also attempts to advance a counter cybercrime convention within the UN, have had a mixed reception. Overall, the constellation of cyber initiatives is expanding, underlining that, even if it is not always necessary to connect everything with each other, it is always important to strive for mutual coherence.

This is especially so between the traditional state-led dialogues on international security and the non-state led field of Internet governance. The former considers issues of “use” of the Internet and the latter concerns itself with “development” of the Internet (according to the seminal Tunis Agreement of the UN World Summit of the Information Society (WSIS)), and both have equally different constituents. According to the Tunis Agreement, non-state actors lead the development of the Internet, while the use of the Internet is today increasingly decided by states. There is also a clear ideologically split, where some governments insist that the use of the Internet must guide its development, therefore attempting to assert primacy over the non-governmental-led Internet. As described above, however, the Internet has always put development first—where decisions made on the margins have determined its growth, rather than the specific top-down planning by governments or large companies.

The GCSC was primarily concerned with the use of the Internet—the international peace and security agenda related to cyberspace, generally referred to as international cybersecurity. The goal was to better inform the deliberations in the arms control and peace and security communities, where much of the good work, particularly on norms, was considered hampered by the lack of input and acceptance from civil society and private sector actors. However, the use of the Internet does to a certain extent also depend on its development, and while the GCSC did not seek to influence Internet governance, it sought to port its concerns and considerations into the international security realm. Perhaps the most defining aspect of this is the rooting of Internet governance in a multistakeholder model, which is indelibly connected with the bottom-up and end-to-end nature of the global Internet. The multistakeholder approach was therefore considered to be a practical rather than an ideological issue, and the GCSC was committed to exploring to what extent it could be better introduced to the UN First Committee processes that define the international cybersecurity debate. The rationale was that a plurality of competent views from differing backgrounds would be an unalloyed good in helping the diplomats craft better agreements. The same rationale also applied in helping to deepen the definition of what constitutes cyberstability, which is the focus of this paper series.

Within the state-led discussions on international security in cyberspace, there have been two notable recent achievements. The UN Open-Ended Working Group (OEWG) and the Group of Governmental Experts (GGE), previously described as two competing processes, managed against all odds to deliver consensus reports, after the GGE failed to do so in 2017. In her paper, Tiirmaa-Klaar

Despite the success of many of the GCSC norms, it is the contribution to the evolving definition of cyberstability that may yet prove to be the most influential.
delves into the history of the GGE, offering a peek behind the curtain and the success factors that, over fifteen-odd years, turned a relatively marginal UN group into the central cyber rules-setting body and vehicle for multilateral consensus. Among the key factors for success were the people driving the process, most recently the Chairs of both UN groups—one of whom also contributed to this volume. In his article, OEWG Chair Lauber—together with Lukas Eberli—offers unique insights into this process and how it was able to move away from confrontation to consensus, to find complementarity with the GGE, and how it was able to reaffirm the existing cyber acquis. The OEWG also opened a new chapter of non-governmental involvement in the traditionally state-led discussions of the UN First Committee. There is still room for improvement, as involvement of civil society and industry mostly occurred on an informal basis and largely depended on the ECOSOC accreditation. Nonetheless, there is no more denying non-governmental stakeholders a seat at the table, and we can look forward to the multistakeholder element of cyberstability, which may (borrowing from Henry Kissinger) be considered the new “legitimizing principle” of the cyber age, advancing further in international security.

What appropriate involvement by non-governmental stakeholders can look like in the upcoming OEWG is a question further addressed by Kleinwächter, who sketches out three ways to enhance multistakeholder cooperation, namely, informal consultations, speaking rights in regular sessions, and the establishment of a non-state advisory committee. Teasing out the importance of this new multistakeholder cooperation also plays an important role in Esterhuysen and Degezelle’s history of the Internet Governance Forum (IGF). Having provided the largest, most diverse and inclusive platform for open dialogue on internet-related policy issues for over fifteen years, the Forum also faces criticism for being just a “talk-shop.” Faced with numerous proposals to change its mission, and with the renewal of its mandate scheduled in 2025, the authors believe in a delicate balance between, on the one hand, staying the same—retaining its bottom-up and open character—and, on the other hand, changing, taking risks, opening up to new and different voices and interests, and interrogating the status quo.

McPherson combines a close look at how the private sector and civil society actually manage the Internet, in a briefing on the critical topic of routing security. He shows how the Resource Public Key Infrastructure, a key evolving protocol for routing security, needs to be included in any future work on the public core. However, in order to build technical cybersecurity for countries around the globe, thereby achieving a more inclusive and coherent international set of international cyber policies, there is a need for more capacity building. Despite the many international initiatives and commitments, Painter finds that cyber capacity building is under-resourced and under-prioritized. He offers recommendations for promoting it as a global priority, both within and outside of the UN, to increase resources and link it to the SDGs and OECD DAC, and finally to strengthen coordination mechanisms through the GFCE and by leveraging regional efforts.

One important component of cyberstability is the respect for human rights. It is one of the four GCSC principles (next to responsibility, restraint, and the requirement to act) that inform cyber norms and policies. Owiny and Kumar focus on the effects of Internet shutdowns in the Democratic Republic of the Congo, Tanzania, and Uganda on the cyberstability principles. Not only do these shutdowns violate all four principles, they also are in violation of international law, in particular human rights such as freedom of expression, the right to work, and the right to access information, and could harm international relations. Taking an economic track, Ndemo explores the relationship between digital transformation and cyberstability in Africa, arguing that the latter is essential for the continent’s short- and long-term economic development and sustainability. Digitalization holds enormous potential to this end—a 10% increase in mobile-internet penetration can increase GDP
capita by 2.5% in Africa as opposed to only 2% in the rest of the world. While some African countries were early adopters and leapfrogged in certain areas, others lag behind and barriers remain, ranging from weak national education, political intolerance, to uneven distribution of infrastructure development in rural and urban centers. Ndemo urges countries to embark on human-resource development, to expand employment opportunities, and to democratize access to supporting infrastructure and products.

In a further sign of the potential of the Global South in cyber, Reddy and Soni outline the independent role that the Non-Aligned Movement (NAM) could have in digitalization, especially working together with the European Union. A joint 5G Initiative is proposed to help de-escalate a burgeoning Digital Cold War. Further, the Initiative could lead to the establishment of a Digital Stability Board—modeled around the existing Financial Stability Board—that can act as a coordination body for best practices and standards.

For any new norm, be it organizational or simply one of practice, to be effective there must be consequences for transgressions. This connects back to the criticism of the “soft law” approach laid out by the UN GGE, where norms violators must be deterred from transgressing. Daniel finds that the problem for cyber deterrence is not whether it works against serious cyberattacks—which he clearly believes it does—but whether it can be expanded to work against a broader set of cyber activities well beneath the threshold of armed conflict. Our mental models that are based on the physical world do not work well for cyberspace and need to be revised, including reconceptualizing the role of non-governmental actors in international cybersecurity. A new policy design for expanded deterrence would define the new activity to be deterred, make use of comparative advantages, link cyber issues with non-cyber issues, encompass more than technical cyber actions, and involve active disruption.

While Daniel explores some of the main priorities of the Western like-minded states, Xu Peixi goes into the Chinese perspective of cyberspace, by exploring the evolution of the notion of security in China. Influenced by Confucian and Taoist traditions, China views cyberspace both as an external source of threat to Chinese integrity, and as a crucial element for boosting its predominantly digital economy. The author finds that a good-vs-bad-guys perspective is not useful and instead argues that all societies and cultures have both authoritarian and libertarian orientations in handling the mixed security and development challenges posed by cyberspace. Norms have been and remain an important tool with which to reach global consensus and avoid further fragmentation and isolation between different camps.

Government and non-state experts are now shifting their focus to finding ways to implement, enforce, and advance the rules of the road. To do so, they are looking back at history to identify potential lessons transferrable to cyberspace. One such example is the Incidents at Sea Agreement (INCSEA) that signified a milestone in confidence building, de-escalation, and avoiding inadvertent escalation at sea during the Cold War. In a Pro/Contra paper, two views were sought on the matter. On one the one hand, Bahney, Reiber, and Williams believe INCSEA is a poor model for cyberspace, in no small part due to widely different geopolitical conditions. Neither does it fit the operational realities of cyberspace, nor could it address the key policy and stability challenges related to cybersecurity. Klimburg, on the other hand, approaches INCSEA as a thought-experiment that transposes the original articles of the agreement directly to cyber. Despite some challenges in terms of definitions, scope, and especially political will, a direct transposition shows how little a barrier some of these challenges really are, and that the original INCSEA agreement has a lot to offer. In
particular, using the existing body of cyber norms as a starting point, it could prove to be a useful confidence-building measure of its own.

These essays offer a widely differing set of inputs on a commonly perceived problem—social and political insecurity and instability driven by specific factors associated with the use of the Internet. Despite their various backgrounds, the accomplished authors all address issues that align with the definition of cyberstability put forward by the GCSC. Indeed, so wide is the breadth of issues covered that few readers will be equally attuned to all of the topics covered here. This is an unalloyed good—for only by advancing our understanding of different aspects of cyberstability will we be able to advance this common vision.

Endnotes

2 The terms “cyberstability” and “cyber peace” have often been assigned to different ideological and political corners, however in recent years a noticeable convergence has occurred. See Alexander Klimburg and Virgilio A. F. Almeida, “Cyber Peace and Cyber Stability: Taking the Norm Road to Stability,” IEEE Internet Computing 23, no. 4 (July-August 2019): 61-66. Available at: https://ieeexplore.ieee.org/document/8874985
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This article offers insights on the major milestones and discussions by the consecutive United Nations Groups of Governmental Experts (GGE) on Developments in the Field of Information and Telecommunications in the Context of International Security. In parallel to addressing the development of cyber norms, the article also analyzes other pertinent regional and global developments during the period 2005–2021, which have formed the geostrategic context for the successive GGEs. It highlights the internal factors and external events that were at play in transforming this relatively marginal UN group in the early 2000s into a central cyber norm-setting body by 2021.

This article offers a depiction of nascent multilateral negotiations on cyber norms by the UN Groups of Governmental Experts to develop the framework for state behavior in cyberspace, which eventually becomes a widely accepted universal rulebook. Against the background of growing concerns stemming from misuse of new technologies to countries’ foreign policy and national security, the story of cyber GGEs entails useful lessons for diplomats, decision-makers, and the larger public on how to achieve multilateral agreements on frontier issues of international security.

In summary, the GGEs achieved consensus when taking place during a favorable geopolitical context, where tensions between the leading powers were relatively low or there was otherwise
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a common interest in achieving agreement. The other elements playing a role in the successful outcome of negotiations are comprised of proficiency of the chairs, expectations by the group members, regional dynamics, effective backchanneling efforts, and increasing professionalization of GGE members.

The UN discussions on cyber norms are nearly as old as the World Wide Web itself. The central role of technology in the political-military context became evident in the beginning of the 1990s when the United States gained a dominant position in terms of technological advancement, also manifested in its military supremacy. A short Gulf War in 1991 demonstrated that the use of high-technology conventional weapons has created clear advantages for the U.S. led coalition forces.2

Recognizing the U.S. dominance in information and communications technology (ICT), the Russian Federation first proposed to discuss the ICT issues in the context of international security in the UN as early as 1998. After several attempts to use different UN venues to start discussions, it was decided that the best way forward was to create a Group of Governmental Experts (GGE) under the Disarmament Committee. The United Nations General Assembly uses GGEs as a common tool by which to examine emerging security topics relevant to international security, such as transparency and confidence-building measures in outer space activities, or the use of lethal autonomous weapons systems. The Russian Federation proposed a UNGA resolution in 2002 that called for the creation of the GGE to study threats and possible cooperative measures in cyberspace.3

The first GGE on cyber issues gathered under the auspices of the UN Disarmament Committee in 2004–2005. This first attempt did not result in the consensus report for several reasons, among which were the unwillingness of the UN Security Council permanent members to agree on the direction of the report, and the lack of broader international interest toward cyber stability issues at that time.

According to several different accounts on the history of cyber conflict, the period before 2007 featured low levels of cyber threat awareness among top decision-makers, diplomats, and military leaders. Serious cyber intrusions into military systems and cyber intelligence operations rarely made any headlines, but stayed in the confines of national security-related confidential files.4 During this period, cybersecurity was generally seen as a technical issue, a task for information security management teams and IT departments both in the public and the private sectors.

It was not until 2007 that the broader public discovered that the cyber domain became a source of strategic risk that could destabilize countries and create large-scale political and economic havoc. During the “bronze soldier monument” events in Estonia, the country experienced a Russian hybrid campaign aided by the first publicly known large-scale cyber operation that resulted in many online targets in Estonia being subjected to a state of digital siege. In retrospect, the Estonian events served as a wake-up call that demonstrated how cyberattacks and hybrid operations can be used in a geostrategic context for advancing foreign policy goals.

It should be noted that in 2007 Estonia was already one of Europe’s most wired countries, with many private and public sector services available online. It had, for instance, introduced a na
tion-wide digital authentication system used by the majority of the population. Several waves of cyberattacks, most of them in the form of DDoS (Distributed Denial of Service) attacks, targeted media outlets, online banking, and governmental websites. During the three weeks of cyber siege, the Estonians were forced at some point to limit their connectivity to the World Wide Web in order for the Internet services inside the country to continue, and only locals could still carry out essential transactions online as they were accustomed to doing. Targets of the DDoS attacks were mostly websites, and the cyber operations stayed away from the electricity, transport, industrial control systems, and military networks. Except for online banking services and governmental websites, the botnets that were employed did not target civilian critical infrastructure, i.e., malicious cyber activities clearly stayed below the threshold of an armed attack.

Although this hybrid campaign originating from the relocation of a Soviet WWII monument had many elements, the cyberattacks received much wider international media attention compared to organized riots in the streets and the physical blockading of the Estonian Embassy in Moscow or the closing of the land border to Russia to transit flows. The 2007 Estonian cyber siege is widely known as the first significant cyber event, and has catapulted the formerly technical cyber issues into the limelight. Never before had large-scale cyberattacks been used to “punish” a country for activities that run against the foreign policy interests of another country. This event put cybersecurity onto the map of foreign and security policy senior decision-makers, and marked a starting point for cyber issues becoming increasingly mainstreamed to a more strategic level, both nationally and internationally.

In 2006–2008, several notable cyber incidents took place against the U.S. and European governmental networks, as well as private-sector targets, especially the banking and oil sectors. Reporting on cyber incidents grew, and the policymakers became aware of the need to find commonly accepted rules that would set boundaries of state activities in cyberspace. A new kind of visible cyber operation was conducted by Russia during the short war between Russia and Georgia in 2008. Although technologically not too sophisticated, but nonetheless effective, the DDoS and defacement attacks against Georgian media outlets and governmental websites were taken out of the same playbook as attacks on Estonia a year earlier. The operation against Georgia was in support of the overall objective to cut off strategic communication capabilities during the first days of conflict and discredit the country internationally. Again, these cyberattacks became widely known and published in the world media.

After the events in Georgia in 2008, cyber threats undeniably became security and foreign policy concerns, and policymakers started to look for venues where the question of setting acceptable state behavior in cyberspace could be raised. Interestingly, in 2006 a new UNGA resolution had been proposed by the Russian Federation to create a new GGE in 2009. Ironically, the UN member states’ growing support of the Russian annual UNGA resolutions on developments in the field of ICTs in the context of international security was facilitated by the number of significant attacks against their networks.

Following these events, the GGE process started to gain in maturity. The second UN GGE started in 2009 with the mission “…to continue to study existing and potential threats in the sphere of information security and possible cooperative measures to address them.” The process of setting boundaries for state behavior in cyberspace now truly began against the background of a growing number of significant cyber incidents.
The 2010 GGE report recognizes that cyber threats “…are among the most serious challenges of the twenty-first century...their effects carry significant risk for public safety, the security of nations, and the stability of the globally linked international community...” The 2009–2010 GGE negotiations led to a recommendation that further dialogue among states is necessary to reduce risk and protect critical infrastructure. The recommendations sections also called for “confidence building, stability, and risk reduction measures to address the implications of state use of ICTs.” The 2010 report is a short one, consisting of threats, cooperation measures, and recommendations. Allegedly, there was a longer report prepared but discarded at the last minute. Nevertheless, consensus was found to continue discussions and the report has paved the way to more fruitful GGEs in the future.

Although the process was regarded as very important by a handful of cyber connoisseurs in the foreign ministries and nascent cyber forces, the larger public policy and national security community were still generally unaware of this group gathering “somewhere in the UN basement,” as one cyber expert participating in discussions called it. More than the report itself, the 2009–2010 process was an important vehicle for forming a nascent international cyber community coalescing around this issue, and it defined a group of nations that were dedicating time and resources to figuring out international policy for regulating state behavior in cyberspace. It also created a precedent for cyber issues to be discussed in the UN First Committee agenda as part of international security, taking it further from the perception that cybersecurity is limited to a dusty server room. Some participants also characterized these early days as creating “positive tension” between technical cyber geeks and non-technical policy wonks, helping to show that the wonks also had something valuable to offer to this field.

The GGE of 2012–2013 took this one step further and produced a very solid and coherent report. The document references all four major elements that will later be declared as a framework for responsible state behavior in cyberspace. These include the application of existing international law, voluntary non-binding peacetime norms of responsible state behavior, confidence and cooperation measures, and capacity-building measures. The report also introduced a chapter on threats, risks, and vulnerabilities, and mentioned the role of regional organizations in advancing cyber cooperation.

The 2013 report is best known for its strong affirmation of the international law obligations to state behavior in cyberspace. It claims that international law, and in particular the UN Charter as well as the Universal Declaration of Human Rights, apply in cyberspace. The report goes further in establishing that “the application of norms derived from existing international law relevant to the use of ICTs by states is an essential measure to reduce risks to international peace, security, and stability.” Paragraph 23 of this report captures three key obligations for state behavior that are still very relevant: “States must meet their international obligations regarding internationally wrongful acts attributable to them. States must not use proxies to commit internationally wrongful acts. States should seek to ensure that their territories are not used by non-state actors for unlawful use of ICTs.”

The question of the applicability of international law has been an especially controversial one since the start of the GGE discussions. The Western likeminded governments have always stressed the applicability of the existing international law, which needs to be applied in the cyber context. The key obligations for state behavior in peacetime, mentioned in the previous paragraph, are derived from the existing international law. The UN Charter and International Humanitarian Law provide sufficient guidance for state behavior in times of conflict, both in jus ad bellum and jus in bello. It was
expected that states develop legal norms codified by these existing bodies of law, and that this would have a tremendous stabilizing effect on cyberspace.

However, the Russian Federation proposed a Code of Conduct on Information Security as early as 1998 that calls for a special UN instrument to include different measures that would bolster information security. The same proposal with some updates was repeated by China and Russia in 2011, and again by the members of the Shanghai Cooperation Organisation in 2015, this time also including a recommendation to change the current Internet model that would give governments an upper hand on Internet governance instead of the multistakeholder community. As the Western governments feared the Code would facilitate further content control, changes in Internet governance, and would mostly be used for legitimizing censorship by authoritarian regimes, they have strongly opposed an emergence of a legally binding instrument during the UN First Committee discussions. The conversation around international law has been a central preoccupation of all GGEs after 2013, and was one of the root causes for the failure to find consensus in 2017.

In retrospect, the 2013 GGE report paved the way for a more advanced 2015 report that still remains a gold standard for setting boundaries of state behavior in cyberspace through its eleven non-binding voluntary peacetime norms for responsible state behavior. When these norms were negotiated in 2015, the participants in the room could not have known that their work would establish a central framework by which to regulate state cyber behavior for the next decade. These norms include additional commitments by states to cooperate, assist, and consult in cases of cyber incidents, to refrain from activities that can affect critical infrastructure, and to abide by a specific norm to protect computer incident response teams, which should not be attacked and should themselves not engage in malicious cyber activities. It also mentions attribution, supply chain and vulnerability disclosure as new elements compared to the 2013 report. In addition, the report makes substantial recommendations on confidence and capacity-building measures.

Among other areas of professionalization of the GGE discussions, a more nuanced separate section on applying international law was added to the 2015 report. It repeats some of the obligations mentioned in 2013, but also mentions new elements, such as the principles of humanity, necessity, proportionality, and distinction from the International Humanitarian Law (IHL). The IHL itself is not mentioned due to an argument by one GGE expert that if the jus in bello body of law will be cited it legitimizes the use of cyberspace for military purposes. A majority of the observers does not see a direct link in how recognizing the IHL applicability can militarize cyberspace, but this has been a long-standing argument by experts from China and has complicated international law discussions in many GGEs.

After the 2015 consensus was achieved, it left everyone a little disappointed, but was still (or because of that) praised as a major step forward in retrospect. Negotiations in 2016 started with an understanding that the new report should add recommendations on how to implement norms of responsible state behavior. However, the 2016–2017 GGE process did not bring consensus for several reasons, among which was disagreement on international law. One of the central elements for the failure was a worsening geostrategic relationship between major powers due to the Russian interference in the U.S. presidential elections in 2016.

The collapse of the 2016–2017 GGE created a collective wound, especially since the number and sophistication of cyber operations had grown exponentially, leaving states to wonder how they can use international mechanisms to better protect themselves and to respond more effectively to
malicious cyber activities. Although the regional organizations (OSCE, ARF, OAS, etc.), the Global Commission on the Stability of Cyberspace (GCSC), and other multistakeholder fora were attempted to fill the cyber norm-creation vacuum, without the formal UN umbrella it did not have the same diplomatic weight, albeit they all provided a very valuable addition to the global cyber debate.

In the Fall of 2018, the international cyber community confronted the UNGA73 season with new enthusiasm to re-establish the cyber norms debate in the First Committee. Despite the newly found optimism, it was quite clear that the drama that led to the failure in 2017 was still casting its shadows on UN cyber negotiations. There were two cyber resolutions on the table in 2018, one by the U.S. and one by Russia. The U.S. resolution was calling for the creation of the new GGE to provide an additional understanding of how the agreed norms could be implemented, and called for issuing a separate annex with national contributions on how the international law applies in cyberspace. In this resolution, the controversial issue of international law was parked outside the report with the hope that it would make consensus-building easier later. As a post-factum note, the annex on international law was still one of the last critical open questions until the very end of negotiations, before reaching consensus during the most recent GGE in 2021.

While the U.S. put forward a resolution for a new GGE, Russia had a new initiative in mind. The Russian resolution contained a mix of different old and new paragraphs, some not too much related to the cyber context. But the text called for the creation of the inclusive Open Ended Working Group (OEWG) that created a possibility to have a seat at the cyber table for all UN states—a prospect that many found attractive. Further, unlike the GGE, the OEWG promised to at least “consult” non-state experts—although this factor was heavily diluted during implementation.

The idea of the new OEWG was not overly popular among the liberal democratic like-minded nations in the beginning, as it raised again the questions of the actual motives for the creation of the new group, and whether the OEWG would become a battlefield between two different visions of the future of cyberspace, democratic and autocratic. The fears of introduction of a new legal instrument re-emerged as did memories of other difficult discussions from previous GGEs. The tension was somewhat eased after careful selection of chairs to both processes, who were experienced Brazilian and Swiss diplomats. With the choice of neutral chairs, hope was restored that objectivity would prevail in the First Committee cyber discussions. To manage the two parallel groups, UNODA was in a difficult position to come up with a schedule of OEWG and GGE sessions that would facilitate a coordinated approach. An overall concern was how to create complementarity between the two groups, instead of competing processes.

In September 2019, all nations participating in GGE 2019–2021 entered the first substantive OEWG discussion in New York with well-prepared dossiers, ready to stand up for the achievements of previous GGEs and, if needed, eager to defend the added value of the current GGE. In fact, already during the first days of the OEWG session, most of the newcomers at the table from the wider UN membership repeated the mantra: "We are not starting here from scratch, but will build this OEWG process on already achieved consensus by previous GGEs." It became evident that the important four tenets cemented by previous GGEs had become a clear guiding framework for all nations, who were just happy to have a seat at the UN cyber table finally, and were not particularly keen to be regarded as puppets of the OEWG originator. The European Union member states also brought the EU jargon of commonly agreed legal basis, “acquis,” to the UN context to signify the consensus by previous GGEs.
After the first meeting in September 2019, the initial weariness about the formation of the OEWG gave way to cautious hope on the possibility to have two complementary processes that serve slightly different objectives. The GGE was expected to create an additional layer of understanding of norms of responsible state behavior and would be driven by a relatively small group, whereas the OEWG would become an inclusive awareness-raising and socializing body on the existing consensus on international law, norms of responsible state behavior, confidence-building measures, and capacity building.

The first GGE session in New York in December 2019 was a friendly gathering of experts, old and new, who were almost exclusively senior-level diplomats or civil servants with important cyber policy roles. When choosing GGE members, the UN Secretary General had tasked UNODA to seek, in addition to regional balance, also a gender balance. The gender balance was certainly more equal in this GGE round, and served as an important element that contributed to the success of the group as observed by one GGE expert.

The first two GGE meetings were running relatively smoothly until the second session in Geneva in 2020, after which the pandemic struck and changed everything. Both the GGE and OEWG moved to virtual meeting rooms with an uncertain prospective of their outcomes.

Due to difficulty in managing meetings in a way that experts from all time zones could attend during business hours, the meetings took place during European, African, Middle Eastern, and American working hours. Many of the Asia-Pacific GGE experts had to work in the middle of night, and endure the whole week with little sleep as they also had to fulfill their responsibilities during the working day. Despite all these complexities, the sessions were very professional and substantive, allowing enough face time for the experts to react to other experts, and room for the chair to maneuver through the difficult questions. Participants applauded the always calm and diplomatic Brazilian chair, Ambassador Guilherme Patriota, who was stuck in Mumbay as the Brazilian Consul General during the whole pandemic and managed to keep the online sessions of GGEs running.

Although the pandemic brought major disruptions to GGE experts’ routine lives and strained the work schedules with too many online events, it also allowed for more sessions than usual. The resulting report of the 2019–2021 GGE could be characterized as a rare victory of multilateral diplomacy where all parties to negotiations felt that they had won something. For the Western nations, important mentions of international law were included in the report as well as substantial paragraphs on attribution and explanations on critical infrastructure protection norms. The attached compendium on international law has created a solid collection of national views on this central issue. China walked away with the desired text on supply chain, and Russia was able to get in the sentence on new OEWG. Developing nations were also satisfied with the report on further cooperation, consultations, and capacity-building points.

In order to analyze what factors aided the process of building consensus in 2019–2021, the leading drafter in the GGE secretariat, Camino Kavanagh from the UNIDIR support team, has attributed the success to many favorable factors that were mutually reinforcing, especially the work done by the chairs and the secretariat that allowed for coordination of the draft reports, as well as timing of the events. It became evident that the important four tenets cemented by previous GGEs had become a clear guiding framework for all nations, who were just happy to have a seat at the UN cyber table finally.
It should be noted that many saw the parallel processes as two sides of the same coin. This “hostage situation” was nerve-racking for all states who were looking forward to having clear guidance by the United Nations and who wanted to see results in both processes.

The Australian GGE expert, Johanna Weaver, praised the high quality of work by the secretariat and chairs, and observed the overall desire by nations to achieve consensus recommendations as a result of the first inclusive UN cyber format, which could then be replicated in a smaller GGE group in a more detailed manner. “The OEWG was a success because at the last meeting we had an excellent draft on the table and ‘middle-ground’ countries had repeatedly and publicly underscored that no-outcome was not an option. This helped apply pressure to bring the ‘great powers’ to the table; no great (or less great) power wanted to be the one to cop the blame for getting in the way of a defensibly good report that everyone wanted.”

On reaching the consensus in the 2021 GGE, she observed: “The final GGE meeting occurred after the inaugural OEWG concluded, but just days before the organizational session of the new OEWG. This, combined with dynamics that flowed from other unrelated but concurrent UN fora, as well as geopolitical goings-on external to the UN, all aligned to create a climate where consensus was within reach. We had another excellent draft on the table. In the final hours, it would be wrong to say that all interests aligned, but everyone needed something, and we were able to find a way to give each what they needed without impinging on others redlines.”

In successful international negotiations, there are usually many coinciding elements that have come together in certain points of time and produced a desired outcome. This was also the case with all successful GGE outcomes, where internal GGE group dynamics and other factors coincided with a broader enabling strategic environment.

The 2009–2010 process was regarded as the first successful GGE that allowed the work to continue on shaping international cyber norms and created the community of nations interested in the topic. However, it is also very important to note that the new U.S. administration had been inaugurated in 2009, which changed the direction of the U.S. cyber policy that facilitated reaching the GGE goals. President Obama had issued its Cyberspace Policy Review in May 2009 with recommendations on both national and international activities. This gave the U.S. diplomats a green light with which to engage in the UN discussions.

During the 2012–2013 GGE negotiations, President Obama and President Putin agreed to establish a new working group within the U.S.–Russia Bilateral Presidential Commission as a part of the cybersecurity confidence-building measures between the U.S. and Russia. Already in early 2011, the U.S. and Russia had started regular discussions on cyber confidence-building measures to avoid accidental escalation, and agreed to establish a U.S.–Russia cyber hotline similar to the nuclear hotline from the Cold War days. This has also facilitated the adoption of the first set of cybersecurity confidence-building measures in the OSCE in 2013.

As a broader enabling factor in 2015, the final GGE session in July preceded the President Obama meeting with Xi Jinping in September 2015, where the bilateral agreement was reached, to not “knowingly support the cyber-enabled theft of intellectual property, including trade secrets or other confidential business information for commercial advantage.”

In 2021, several elements in the ongoing UN First Committee cyber debates could be attributed to positive GGE outcomes, but there was also an overarching political motive for working toward
consensus before the U.S.–Russia Summit that was announced to be taking place in June in Geneva. The announcement on the Summit date came out two days before the GGE final report was concluded on the 28th of May. In a way, the ongoing cyber GGE negotiations became but one piece in a larger geopolitical puzzle that was put together before the summit.

The first U.S. cyber envoy, Christopher Painter, assessed that a wider geopolitical context always played an important role in contributing success to different GGEs:

“The GGE, like any other development in cyberspace, is tied to the larger geopolitical environment and political will. When geopolitical tensions between Russia and the United States are relatively low and stable, as was the case in 2013, agreement and consensus in the GGE is more likely. When they are very high, as in 2017 because of Russian election interference and other malicious activity, consensus and agreement are unlikely. Yet, this doesn’t tell the whole story. Even when larger geopolitical tensions are high between the two countries, they can and have still reached agreement if it is in both of their strategic interests and there is political will. A significant consensus was reached in 2015 despite Russia’s invasion of the Ukraine and the consequent suspension of the high-level US–Russia cyber dialogue because both countries saw value in the articulation of a normative framework for cyberspace and the continuation of the GGE. Agreement was reached again in 2021 despite continued poor relations between the US and Russia on both cyber and non-cyber issues. However, as cyber issues continue to be elevated as a national security issue and integrated into broader national security and diplomatic priorities, it is likely that the success or failure of cyber negotiations, like any other negotiations, will increasingly be dependent on the overall relationship between the countries who are major players.”

It is essential to note that, in parallel to GGEs taking place in the UN, a number of regional organizations started discussions on cyber confidence-building measures, norms, international law, and capacity building, further mainstreaming the four elements in the GGE reports as a normative basis for state behavior. The OSCE adopted two sets of cyber security confidence-building measures in 2013 and 2016, and continues to implement these measures through its cybersecurity working group. The ASEAN Regional Forum has discussed cyber confidence-building questions since 2012 and the ASEAN ministerial conference on cybersecurity has endorsed the eleven norms of responsible state behavior from the 2015 GGE report. The Organisation of American States has an active Cyber Security Programme facilitating the exchange of best practices, training, and education among all its members, as well as implementation of capacity-building projects. The European Union has mainstreamed the issue of cyber diplomacy into its policy proceedings since the 2013 EU first Cyber Security Strategy. All these regional initiatives have further raised awareness of GGE agreements on cyber norms, confidence-building measures, and international law applicable in the cyber domain. They have also helped to increase global interest toward ongoing UN cyber negotiations, and have created additional expectations for each GGE to progress with discussions in order to provide better guidance for state behavior.
One of the central elements contributing to the success of different GGEs was also the composition of the group, which has determined the discussion dynamics. In earlier years, the composition of the GGEs was a mix of technical cyber experts, military officers, academics, and diplomats. The first GGEs also included a few academics and technical experts, but each successive GGE had more diplomats with international security and arms control backgrounds involved. The gradual professionalization of the “cyber diplomat tradecraft” was noticeable also in the quality and substance of the negotiations. By the 2019–2021 GGE, there were already diplomats with specific cyber expertise who emerged in many MFAs, which made the difference in the quality of discussions. As one of the experts recalls: “It is not so much that there were increasing numbers of diplomats in the room; rather, it was that there were increasing number of diplomats that specialized in cyber policy in the room. There are nuanced differences in cyber policy and arms control. Some skills are transferable, but subject matter expertise—of cyber as a strategic foreign policy issue—is what brought depth to the discussions.”

Naturally, there were also principals among the experts who provided steadiness and historical memory for the group. For the cyber diplomats’ community, it is quite well known that the continuity of discussions for rules of the road in cyberspace was essentially up to two skillful diplomats, Michele Markoff from the United States and Andrey Krutskh from Russia. They had been working together already during the Cold War on several disarmament issues, and were founding members of cyber GGEs. The dynamic between the two senior and experienced cyber experts from two superpowers in the room often defined the atmosphere of negotiations. Without the longstanding relationship between them, it would be hard to imagine the GGEs as we know them.

The chairs of each GGE reiteration also played a major role in setting the tone for each group. The 2009–2010 GGE was chaired by Andrey Krutskh from the Russian Federation, who was the initiator of the whole UN First Committee cyber discussion. In 2012–2013, the chair was a senior Australian diplomat, Deborah Stokes, who was praised for her ability and skills to build consensus. In 2014–2015, the Brazilian chair, Carlos Perez, was known for effective backchanneling between the experts and for solving complex negotiations with personal diplomacy efforts. In 2016–2017, the chair was one of the first European cyber diplomats, Karsten Geier from Germany, who had a high degree of subject matter expertise and tried everything in his power to reach consensus despite the political climate. In 2019, expectations were very high when Ambassador Guilherme de Aguiar Patriota took over the GGE chairmanship. He had outstanding experience in chairing a number of GGEs before, and this was visible in the room where he could skillfully steer discussions, and also virtually, even when some delegates proved to be difficult from time to time.

In addition, there were also UNODA and UNIDIR team members who provided the secretariat for each GGE as well as OEWG, and created consistency between different reiterations of groups. Kerstin Vignard, James Lewis, Camino Kavanagh, and Gillian Goh were key players behind the scenes who brought difficult drafting processes to a victorious end.

It would be unfair not to mention a significant negotiator who was instrumental in bridging the OEWG and GGE discussions to achieve consensus in the final rounds of March to May of 2021. The Australian GGE expert, Johanna Weaver, worked magic in New York in the spring of 2021 and facilitated sometimes tough negotiations between UN member states in the final stages of the two working groups. During the ongoing pandemic, with limited international travel, she was volunteering to establish a presence in New York for three months and proved especially efficient in arbitraging final GGE disputes between key players.
Looking at the composition of the each GGE, there were many other outstanding cyber experts and diplomats, all of whom played key roles in the process and provided valuable contributions to each GGE.\[^{26}\] As the cyber issues gained more relevance to foreign and security policy, the group grew from the initial fifteen members to twenty-five by 2021. The UN Security Council’s permanent five members were always present in the group, leaving few seats left over, for which countries were competing intensely each time a new GGE emerged. Picking the members of the group was always a complex process, where, in addition to regional balance, the cyber expertise and negotiating experience of each expert was evaluated by UNODA.

As the analysis above demonstrates, each different GGE took place in a specific geostrategic context and was influenced by many simultaneous dynamics. It requires further in-depth analysis to determine what exactly brought success or failure to each GGE process, due to the complexity of international multilateral negotiations as there were many influential factors behind the scenes that are rarely known to the wider public. The history of cyber GGEs certainly deserves a longer account that would also include the memoirs of key players, and more substantive analysis than the short format of this article allows. Michele Markoff suggests that successful outcomes were brought by "common interest in preventing conflict and an atmosphere conducive to political will and collaboration."\[^{34}\]

In very general terms, the conclusion can be made that the GGEs achieved consensus when taking place during a favorable geopolitical context, where tensions between the leading powers were relatively low or there was otherwise a common interest in achieving agreement. Other elements playing a role in the successful outcome of negotiations are comprised of proficiency of the chairs, expectations by the group members, regional dynamics, effective backchanneling efforts, and increasing professionalization of GGE members.

**Conclusion**

With six GGEs from 2004 to 2021 a solid foundation is built for more predictable state behavior. Four elements discussed above, including the application of existing international law, voluntary non-binding peacetime norms, confidence building, and capacity-building measures form a normative framework for responsible state behavior. Different iterations of GGEs that have developed norms and guidance on norm implementation as well as the OEWG recommendations have brought the international cyber community to a good place by the end of 2021. Now the challenge of implementation of these recommendations lies ahead. The next milestone for the First Committee cyber discussions will be a first substantive session of the new Russian-proposed OEWG in December 2021. There is also a proposal for the Programme of Action presented by France and Egypt and co-sponsored by more than fifty countries with the ambition to steer the operationalization of the recommendations. It is hard to predict which process will be more efficient in the long run, but it is quite clear that there are many UN member states that still need to build expertise on how to implement cyber norms and apply international law.
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On 28 April 2021, the General Assembly of the United Nations (“UNGA”) endorsed the report of the Open-ended Working Group on developments in the field of information and telecommunications in the context of international security (“OEWG”). The UNGA’s decision brought to a close a process that had been initiated by the General Assembly’s First Committee in the fall of 2018, and whose successful outcome came as a surprise to many. The OEWG report provides a very strong reconfirmation of the existing normative framework with regard to cybersecurity, while it adds a number of essential new elements and offers a rich compendium of ideas and proposals for future deliberations on the same issue. The first-ever UN Open-ended Working Group on this issue brought cybersecurity into the multilateral mainstream, with the UN General Assembly at its center. It made a strong case for universal participation in discussions of a topic that is vital to all nations.

I had the privilege of serving as the Chair of this first OEWG. In this article, I will mainly describe the OEWG process from the Chair’s perspective and try to explain how and why we were able to pull back from confrontation and reestablish consensus. I will also give a brief and personal assessment of the outcome and, finally, share a few thoughts about the way forward.

Ambassador Jürg Lauber currently serves as the Permanent Representative of Switzerland to the United Nations Office and the other international organizations in Geneva. He served as the Chair of the first UN Open-ended Working Group on developments in the field of information and telecommunications in the context of international security from 2019 until 2021.

Lukas Eberli served as the Adviser to Ambassador Jürg Lauber’s Chairmanship of the UN OEWG. Currently, he Second Secretary for Cybersecurity at the Permanent Mission of Switzerland to the United Nations and the other international organisations in Geneva.
When the General Assembly of the United Nations established the OEWG in December 2018 by Resolution 73/27, this particular format—enabling the participation of all Member States and observers of the United Nations—was a first for cybersecurity. The issue, however, was far from new to the United Nations. It had been on the agenda since 1998 and was primarily dealt with by five subsequent Groups of Governmental Experts on Advancing responsible State behavior in cyberspace in the context of international security ("GGE"). In addition, there had been annual reports by the Secretary-General to the General Assembly with the views submitted by UN Member States on the issue. By 2015, the GGE format had produced a sophisticated normative framework (often referred to as the "acquis"), essentially comprising three pillars: 1) Eleven non-binding norms of responsible state behavior in cyberspace, 2) A common understanding of the applicability of existing international law, and 3) Confidence-building measures. No progress was achieved in the following years, and the inability of UN Member States to find consensus in their deliberations on the subject of cybersecurity was starting to threaten the integrity of the 2015 acquis. Indeed, the Russian draft resolution to establish the OEWG was opposed by a significant number of delegations for its particular interpretation of earlier agreed-upon voluntary non-binding norms.

According to its mandate as contained in Operational Paragraph 5 of UNGA Res 73/27, the OEWG was to deliberate and report on six items:

- First, Existing and Potential Threats;
- Second, Rules, Norms and Principles;
- Third, International Law;
- Fourth, Confidence-Building Measures;
- Fifth, Capacity-building; and
- Sixth, Regular Institutional Dialogue.

Importantly, the OEWG was required to adopt its report by consensus. Finally, the mandate offered a first, if cautious, opening toward non-governmental stakeholders ("namely, business, non-governmental organizations, and academia"; hereafter generally referred to as "stakeholders").

Based on draft resolution 73/266 of 22 December 2018, submitted by the United States, the General Assembly of the United Nations also established another, sixth GGE with a very similar mandate and twenty-five members. This led to the unusual situation of having two UN bodies dealing in parallel with almost the exact same issues.

For the OEWG Chair, the central task was to work with the Group in such a way as to soften the fronts that had hardened since 2015, and ultimately present a document that would be acceptable to all States as well as deliver added value for as many as possible. The GGEs of the past had comprised up to twenty-five members. In the OEWG, all 193 Member States of the United Nations would have a say. The much higher number and diversity of the OEWG made the challenge to find consensus all the more daunting, but it also offered the promise of new dynamics emanating from groups and individual Member States that had little or no representation in previous GGEs. This is, e.g., reflected in the very substantive chapter on cybersecurity capacity-building in the OEWG’s report, an issue that had never attracted this much attention in past GGEs. With this in mind, I based my strategy for the negotiation process on the principles of inclusiveness, transparency, and cautious ambition. For instance, my team and I made great efforts to reach out to the various regional and other groups of Member States as well as to the so-called (non-governmental) stakeholders. We wanted to ensure that as many of them as possible would participate in the deliberations, thus underpinning the legitimacy of the process and its possible outcome. We also made sure that all
interested parties had equal access to information about the Chair’s intentions with regard to the process and the draft report.

According to the mandate of the OEWG and the original work plan, we had scheduled three substantive sessions, one intersessional stakeholder meeting, and two informal intersessional meetings, between September 2019 and July 2020. Things were looking very good at the end of the second substantive session in February 2020. By that time, we had seen an exceptionally high level of participation from UN Member States and observers, as well as the buildup of a very positive dynamic among delegates. It had paid off to focus on issue presentations and discussions rather than on negotiations. When the OEWG began its work, the majority of delegations had never seriously engaged with cybersecurity in a UN context. It was important to give them the opportunity to familiarize themselves with the subject and its history in previous UN processes. I want to mention in particular, among the fresh voices that brought new energy to the deliberations on cybersecurity at the UN, the group of young female diplomats from various regions of the world, whose participation was encouraged and facilitated by the Women in International Security and Cyberspace Fellowship.

Only a few days after the second substantive session, the disruptive force of the COVID-19 pandemic became all too obvious. Over the following months, we had to adapt the OEWG work plan several times. From traditional physical meetings we switched first to consultations by correspondence and then to a virtual format. Instead of July 2020, the third and final substantive session was held in March 2021 in a peculiar virtual/hybrid format. Fortunately, the mutual trust and overall positive momentum we were able to build prior to the pandemic did not dissipate during the period of virtual meetings, but carried us all to a successful conclusion of our mandate.

Aside from the impact of COVID-19, there were additional factors that complicated the process. The fact that the resolution establishing the OEWG was controversial and had to be voted on was obviously less than ideal. It was also a reflection of the current geopolitical environment, which is not exactly conducive to consensus on a global level. Furthermore, the new open-ended format, while offering the promise of new ideas and dynamics, required special efforts to create a reasonably level playing field for delegations.

There were also many elements that contributed positively to the process. The very high turnout was a strong indication of the rapidly growing awareness of cybersecurity threats, which has been exacerbated by the rapidly increasing number of cyberattacks on healthcare and scientific institutions since the COVID-19 pandemic outbreak. This certainly reinforced the general sense among delegations that progress needs to be made. More specifically, several delegations and individual delegates went above and beyond to contribute to the Group’s success. The numerous proposals on the Group’s website are testament to this. Finally, the positive outcome would have been impossible without the technical expertise, institutional memory, and high availability of the UN support team (UNODA, UNIDIR, UNDGACM) under the leadership of the UN High Representative for Disarmament Affairs, Under-Secretary-General Izumi Nakamitsu.

The concurrent activities of the first OEWG and the sixth GGE did not prove to be a complicating factor, as some delegations had feared at the outset. The very different composition of the groups made for equally different approaches and working methods. In addition, the excellent relationship between the chair of the GGE, Ambassador Guilherme Patriota of Brazil, and myself was very help-
ful in avoiding any competition or contradictions between the two bodies. It is also noteworthy that the delegations who had voted against one resolution or the other in establishing the two groups nevertheless fully engaged once the work started. Ultimately, the processes and outcomes of the two groups were nothing but complementary and mutually reinforcing.

The OEWG concluded its work with a two-part report. The Final Substantive Report contains those elements on which the delegations achieved consensus. Most importantly, it reestablished consensus on the 2015 acquis and it did so in a particularly meaningful way. In the past, the GGE reports had been agreed upon among the members of the Group and subsequently adopted by the General Assembly of the United Nations as a simple formality. In reality, beyond the members of the GGE, only a few delegations showed serious interest in the GGE's work or their reports. Meanwhile, with the OEWG, every Member State was offered the opportunity to contribute throughout the process and none would be able to pretend ignorance of its outcome. In this way, the OEWG has reaffirmed and significantly strengthened the existing normative framework. Beyond that, the Final Substantive Report contains various new elements that update and expand the acquis, of which I want to mention just a few examples.

The report provides a step forward in the Member States' assessment of the cyber threat landscape, as it mentions attacks on medical facilities and the need for their protection, also under the existing agreed-upon norms, as well as the impact of cyberattacks on healthcare infrastructure in the context of the COVID-19 pandemic. It recognizes the devastating humanitarian consequences of cyberattacks, and mentions practical measures as first steps toward building confidence, such as the designation of a national Point of Contact. Furthermore, the report recognizes the need for the protection of critical information infrastructures, including the need to ensure the general availability and integrity of the internet, often referred to as the public core of the internet. The strongest section of the report deals with capacity-building, in which it underscores the need for building cybersecurity capacity, pointing out that cybersecurity capacity-building is a two-way street, and offering a list of principles as guidance for capacity-building. The report also underscores the importance of narrowing the “digital divide,” including the “gender digital divide,” and pays tribute to the role of (non-governmental) stakeholders. In its last chapter, it recognizes the need for a regular, institutionalized forum for dialogue among States on the use of ICTs in the context of international security.

The Chair’s Summary contains those elements on which the delegations did not (yet) achieve consensus. It offers several orientations as well as a vast compendium of ideas and proposals that will encourage and enrich future discussions of cybersecurity. To name only a few, the collection of proposals for new norms, as well as the proposed guidance on the implementation of existing norms, will hopefully inspire future discussions. Readers may want to take a closer look at the actual document on the Group’s website.

In addition to its actual outcome, the OEWG succeeded through its negotiation process in attracting attention and providing important impetus for accelerated engagement with the issue of cybersecurity by governmental and nongovernmental actors at the international, regional, and national levels.

Also, the above-mentioned inclusiveness of the OEWG went beyond the Member States and observers of the United Nations and opened a new chapter of stakeholder participation in an
tergovernmental process on cybersecurity. While there is still room for improvement, non-state stakeholders played a much bigger role than in the past. Their presence and contribution were particularly strong during the Informal intersessional consultative meeting with Industry Partners and NGOs, which was held from 2 to 4 December 2019 in New York. Upon my request, the meeting was chaired by David Koh, Chief Executive of the Cyber Security Agency of Singapore, who submitted a separate Chair's Summary that is annexed to the two-part OEWG report. Furthermore, the many written contributions by representatives of academia, non-governmental organizations, and the private sector from across the globe can be found on the Group's website. These contributions, as well as the numerous formal and informal formats of exchange with Member States, enriched the discussions of the OEWG and allowed for a more inclusive result, which is reflected among other elements in the references to a human-centric approach in cybersecurity and the importance of narrowing the gender digital divide.

The successful conclusion of the OEWG came as a surprise to many and was generally welcomed with great relief and considerable satisfaction. However, as is usual in this type of exercise, hardly any delegation would declare—or openly admit—that they are completely satisfied with the result. Indeed, nobody got all their wishes. As Chair, I would have liked to have seen language in the report that was less prone to “UN speak” and better suited for public consumption. As Switzerland, we would have preferred an even stronger reference to the applicability of International Humanitarian Law. Pick any delegation and they will identify one or several shortcomings of the two-part report. In the end, none of the shortcomings seemed important enough to derail the process.

Herein lies one of the lessons we learned from the OEWG process: Multilateralism works! The delegations recognized the importance and urgency of addressing the issues relating to cybersecurity at a global level. After months of emphatic arguments and tough negotiations, they settled for compromise, because they knew that consensus was not a zero-sum game.

Meanwhile, the limits of that upon which Member States are currently willing to agree also became clear. Many fundamental differences persist, not all of which are exclusive to cybersecurity. One important difference pertains to the role of the international normative framework. Is the current framework sufficient for ICTs or does it require modifications or amendments? Should new norms be aspirational or immediately binding? In case of the latter, should their implementation be monitored by an international body, and should violations be sanctioned?

The OEWG process also offered a few early lessons in virtual diplomacy. As described above, the Group had a steep learning curve in the use of virtual conferencing platforms. In spite of several obstacles well known by anybody who may have recently been involved in international video-conferencing, the Group quickly adapted to the new tools, and the high participation and positive dynamic prevailed to the end. However, it is difficult to imagine this outcome if we had not had sufficient time before the outbreak of the pandemic to establish the necessary personal relationships and trust between delegates and between delegates and the Chair.

The discussion around cybersecurity has, fortunately, not stopped with the conclusion of the OEWG. Only a few weeks later, the GGE successfully finished its work, adding additional elements that will strengthen the normative framework for cybersecurity. In December 2020, the General
Assembly had already decided to establish a second OEWG, with a very similar mandate and a timeframe from 2021 to 2025. On 1 June 2021, the new OEWG held its organizational session and elected my former colleague, Ambassador Burhan Gafoor, the Permanent Representative of Singapore to the United Nations, as its Chair. In discussions during the first OEWG, many delegations expressed their hope that we would return to a single multilateral process on cybersecurity at the UN level. The new OEWG is likely to be able to play this role, as long as it is able to accommodate new ideas and proposals, such as the “Programme of Action,” originally suggested by Egypt and France and now supported by many States from around the world. Also, the new OEWG needs to avoid being perceived as merely a “talk shop,” but must deliver results well before its five-year mandate expires.

In addition to the work at the UN level, discussions and efforts to contain cybersecurity threats on regional and national levels are to be welcomed and supported. Such initiatives may deliver progress more quickly, and they are likely to offer valuable lessons for other regions or on a global scale. In this context, it was interesting to see that cybersecurity was one of the priority items on the agenda of the recent summit meeting between presidents Joe Biden of the United States and Vladimir Putin of Russia, which took place in Geneva, Switzerland. There is little doubt that any progress in their bilateral discussions on this topic would create a positive impetus to negotiations at the United Nations.

In any intergovernmental discussions on cybersecurity, be they on the international or regional level, States would have much to gain from better inclusion of stakeholders, such as the private sector, academia, and civil society. The area of international security and peace is particularly sensitive and remains by and large a core responsibility of states. Meanwhile, there is no denying that non-state actors play an important role, especially when it comes to cybersecurity, and that stakeholders have much to offer in terms of expertise and possible solutions. The above-mentioned informal intersessional consultative meeting with Industry Partners and NGOs is an excellent example and proved to be a very fruitful encounter between (non-governmental) stakeholders and Member States. Much of its success is due to the excellent preparation of the event by the United Nations Office for Disarmament Affairs.

As much as the recent successes of the OEWG and the GGE are to be welcomed, the reality as reported in the media on an almost daily basis offers a bleaker picture. While diplomats succeeded in strengthening the international normative framework to promote responsible state behavior in cyberspace, the number and severity of violations of said framework by states and others seem to go up rather than down. The threat of escalation from “cyber incident” to open cyber conflict and beyond is rapidly increasing. Sooner rather than later, states will have to address issues such as attribution, accountability, and sanctions. Failure to do so may end up weakening the normative framework, as norms that are repeatedly violated with impunity carry little respect. In the meantime, efforts to strengthen confidence-building measures and capacity-building are more likely to succeed in the short term. Investments in the latter are urgently needed and likely to make a significant contribution to better prevention against malicious use of ICTs. All in all, the agenda of the OEWG seems just as relevant for future deliberations on developments in the field of information and telecommunications in the context of international security. The work never stops.

In any intergovernmental discussions on cybersecurity, be they on the international or regional level, States would have much to gain from better inclusion of stakeholders, such as the private sector, academia, and civil society.
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3. The Resolution was eventually adopted in the UN General Assembly by 119 against 46 votes and 14 abstentions (among them Switzerland).
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In May 2021, Estonia chaired the UN Security Council (UNSC). It used its chairmanship to put the issue of cybersecurity under the so-called Aria-Format on the agenda. The discussion made clear: Cybersecurity is an issue of utmost importance for the world.

Estonia, perhaps more than any other country, understands very well what cybersecurity means. It is one of the most developed digitalized countries, nicknamed e-stonia. It was the victim of a cyberattack in 2007. It hosts the Tallinn Manual, one of the most recognized guidelines for international cyberlaw. And it is the headquarters of the NATO Cooperative Cyber Defence Centre of Excellence.

When Estonian president Kersti Kaljulaid addressed the 76th UN-General Assembly (UNGA) on September 25, 2021, she said: “As an elected member of the Security Council, we were pleased to host the very first official discussion on cybersecurity in the Council, which allowed us to raise awareness on threats to international peace and security stemming from the malicious use of cyberspace and create momentum for the implementation of our existing framework. Discussions on cybersecurity and cybercrime must ensure that we make a concentrated effort to implement the rules of the road we already have.” And she added: “We cannot go down this road without bringing companies and civil society along.”

This is a remarkable statement. It reflects the reality that, in our interconnected world, Internet-related national or international security issues are too big and too complex to leave them in the...
hands of governments alone. The Internet is developed by thousands of engineers, managed by tens of thousands of private entities, and used by more than four billion people around the world, regardless of frontiers. If governments want to find sustainable solutions for Internet-related issues, they will fail if they do not involve the developers, providers, and users of digital services in an appropriate way. When it comes to the governance of the Internet, there is no alternative to a multi-stakeholder approach.

The UN is an intergovernmental organization, and problems related to peace and international security are first of all a governmental affair. However, with global digitalization, the role of non-state actors in keeping cyberspace stable and safe is growing. With the extension of the mandate of the Open-Ended Working Group (OEWG) until 2025 (UN-Resolution 75/240), the United Nations has now started a process which will lead to something like a permanent forum in which to consider international cyber peace matters. One of the challenges for the new OEWG is how to ensure the regular and meaningful participation of non-governmental stakeholders and how to integrate them better into UN cyber dialogues.

Cybersecurity has been on the UN agenda since 1998. It was discussed in the process of the UN World Summit on the Information Society (WSIS). The “WSIS Tunis Agenda” (2005) reaffirmed “the necessity to further promote, develop and implement in cooperation with all stakeholders a global culture of cybersecurity.” However, within the 1st UNGA Committee, which deals with disarmament and threats to peace, the discussion of cybersecurity was seen as a privilege of governments. The six so-called “Groups of Governmental Experts on Advancing responsible State behaviour in cyberspace in the context of international security” (GGE) did not include non-state actors. Nevertheless, the 2015 GGE report included a paragraph that stated: “While States have a primary responsibility for maintaining a secure and peaceful ICT environment, effective international cooperation would benefit from identifying mechanisms for the participation, as appropriate, of the private sector, academia and civil society organizations.”

This vague call to “identify mechanisms... as appropriate” was taken one step further in 2018 when the 73rd UNGA established an “Open-Ended Working Group” (OEWG). UN-Resolution 73/27 included in Paragraph 113 an obligation that “States should encourage the private sector and civil society to play an appropriate role to improve security of and in the use of ICTs, including supply chain security for ICT products and services.” The resolution added, “States should cooperate with the private sector and the organizations of civil society in the sphere of implementation of rules of responsible behaviour in information space with regard to their potential role.”

When the OEWG started its work in September of 2019, many representatives from NGOs, civil society, the private sector, and the technical community were in the room. They did not have speaking rights, but before the official start of the sessions non-state actors did have fifteen minutes to raise issues, and they were allowed to distribute printed material to the governmental delegates.

The first formal OEWG meeting was followed by “informal consultations” in December of 2019. Non-state actors discussed on equal footing with governmental representatives. It was the first ever UN multi-stakeholder meeting on addressing cyberthreats in the context of international security. In his letter to the second formal OEWG meeting (March 2020), the Chair of the “informal consultation,” Ambassador David Koh from Singapore, wrote: “The different perspectives provided by States, industry, civil society and academia were enriching and the concrete ideas put forward were constructive and innovative.”
While the Covid-19 pandemic changed the OEWG workplan and no further “informal consultations” took place, virtual meetings became the norm and opened new avenues for informal multistakeholder consultations. In the Final Substantive OEWG Report, it says that “the OEWG has benefited from the expertise, knowledge and experience shared by representatives from inter-governmental organizations, regional organizations, civil society, the private sector, academia and the technical community.”

A resolution for a second OEWG with a mandate until 2025 was adopted, which “may decide to interact, as appropriate, with other interested parties, including businesses, non-governmental organizations and academia.”

It seems that there is now a general agreement that security in cyberspace can be achieved only if all stakeholders contribute in their respective roles. However, agreement on how and to what extent exactly they ought to be involved remains unclear. There are different ideas as to what is “appropriate” and how to organize the “interaction.” The how is about access and speaking rights for business, civil society and the technical community. It is about the possibility of non-state actors to table their own proposals or to comment officially on governmental drafts. It is about the duty of governments to rationalize their decisions in public. Some governments want to keep the non-state actors at arm’s length, others have no problems with including them in formal discussions. These are procedural issues. But the way in which non-state actors will be included in the forthcoming OEWG negotiations will have a substantial effect on possible outcomes.

Examples of how state and non-state actors can work hand in hand in promoting stability and security in cyberspace have emerged recently. The new Ad Hoc Committee (AHC), which works on a UN convention against cybercrime, has invited non-state actors “with expertise in the field of cybercrime,” regardless of their formal recognition under ECOSOC rules. In the negotiations on “Lethal Autonomous Weapon Systems” (LAWS), non-state actors such as the Campaign Stop Killer Robots, the Alan Turing Institute, or Amnesty International, are participating in regular meetings with speaking rights.

There are other examples outside the UN-system of how multistakeholder cooperation has contributed to enhancing security and stability in cyberspace. The “Paris Call on Trust and Security in Cyberspace,” initiated by the French government, is supported by seventy-nine governments, thirty-five local state authorities, 391 civil society organizations, and 706 private sector corporations. It is not a legally binding document, but the political commitment, which is based on the work of the GGE, is very strong. Other multistakeholder cybersecurity projects are the “Tech Accord” (Microsoft 2018), the “Charter of Trust” (Siemens 2018), and the “Joint Civil Society Statement on Cyberpeace and Human Security” (2021). The Civil Society Statement was supported by the business community and called for “regular and meaningful participation of non-governmental stakeholders in the second OEWG and in any future UN forums.”

The “Global Commission on Stability in Cyberspace” (GCSC) is another example of fruitful multistakeholder collaboration. The GCSC Final Report, “Advancing Cyberstability,” has taken the eleven GGE norms as a starting point and continued where governments stopped in 2015. It specified the norm on the protection of critical infrastructure by calling for a special norm to protect the “pub-
lic core of the Internet,” it introduced a new norm to promote “Cyberhygiene,” and it proposed that norms on behavior in cyberspace should not be only for states but also for non-state actors. Insofar as the OEWG has enough reference material to enhance the cooperation among state and non-state actors and to innovate cybersecurity negotiations within the UN, three options could be further considered:

1. **Informal consultations:** Between the formal OEWG meetings, informal consultations with non-state actors, regardless of ECOSOC-Status, would discuss related issues. A report of the informal consultations would be presented to the formal OEWG meetings. This would be the model for the first OEWG.

2. **Speaking rights:** Instead of separated informal consultation, non-state actors would get speaking rights in formal OEWG meetings, but would be excluded from formal negotiations. This would enhance the engagement of business, civil society, and the technical community beyond the first OEWG.

3. **Advisory Committee:** Non-state actors could be organized in three sub-committees, for business, civil society, and the technical community. Each of the sub-groups would have a small steering committee. The three chairs of the steering committee would form a “Troika,” which could give advice to the formal OEWG meetings. Such a model was used by the WSIS. The WSIS Intergovernmental Bureau had regular exchanges with the business bureau (coordinated by the International Chamber of Commerce/ICC) and the Civil Society Bureau (coordinated by the Confederation of Non-Governmental Organisations/CONGO). Non-state actors did have speaking rights in plenary sessions and could participate as “silent onlookers” in negotiation groups. Organizations such as the OECD or ICANN have had a positive experience with similar advisory committees.

The new chair of the 2nd OEWG, Ambassador Burhan Gafoor from Singapore, signaled at the eve of the first OEWG meeting, scheduled for December, 13 – 17, 2021, a “positive” willingness to be more engaged with non-state actors. In his program of work, he indicated that he “is committed to engaging with stakeholders in a systematic, sustained and substantive manner” to find out “how the OEWG can engage them meaningfully and substantively in order to support discussions by member States and deliver tangible results.” Participation of NGOs will be on a “non-objection basis”. Ambassador Gafoor sees the precedent of the first OEWG as a starting point and he encouraged stakeholders to move forward towards new forms of “intermingling”.

The way in which the intergovernmental OEWG will organize its interaction with non-governmental stakeholders on its road toward 2025 could have an impact on the broader development of global governance in the “age of cyberinterdependence.” There is no need to re-invent the wheel. There are numerous “best practice” examples that demonstrate how enhanced interaction among various actors with different legal status can help to find solutions for complex issues. The multistakeholder approach, which got its global recognition by the UN World Summit on the Information Society in 2005, is now recognized as the overriding principle for managing Internet-related public policy issues. And cybersecurity is one of the central issues on the long list of problems in our digital world.

Therefore it makes sense to look back at how, in the past, the interaction among state and non-state actors has been discussed and practiced, how the intergovernmental system, which was established after WWII, has evolved in the context of technological innovations with political implications, and how the multistakeholder governance model has been invented and designed step by step.
The question of how to organize the relationship between states and non-state actors within the UN is not new. Non-state actors are not excluded from the UN. Article 71 of the UN Charter gives the Economic and Social Council (ECOSOC) the mandate to “make suitable arrangements for consultation with non-governmental organizations which are concerned with matters within its competence.” The ECOSOC has recognized more than 4000 NGOs. In 1996 it specified in Resolution 1996/31 the criteria under which NGOs are recognized and how they should cooperate with UN bodies. The resolution makes a clear distinction between “participation” for states and “consultation” for NGOs.

From a theoretical and legal point of view, this distinction is reasonable. However, in the globalized and interconnected world of the 2020s, such a distinction needs to be expanded toward a new quality of interaction. The challenges that come with the new complexity of cyberspace go beyond the capacity of individual governments to find sustainable solutions for new emerging issues. This does not change the legal status of the various actors. Non-state actors have different rights and responsibilities, but if governments want to find sustainable solutions, they need the engagement of all involved and affected parties. There is a need for a “holistic approach,” which must include also new and innovative procedures for the interaction among state and non-state actors.

Many UN organizations have created avenues for an enhanced participation of non-state actors. UNESCO works with thousands of NGOs. The International Labour Organisation (ILO) is based on a tri-partite mechanism (governments, business, and trade unions). The International Telecommunication Union (ITU) opened its doors to so-called “private sector members” in 1994. But there is a “red line” when it comes to the negotiation table. In the ITU, sector members have an equal voice in the so-called “Study Groups,” but they do not have a vote in the ITU Council or the ITU Plenipotentiary. Such “red lines” exist also in other UN bodies, such as the first UNGA Committee.

The way in which state and non-state actors cooperate within and outside the UN has been a topic of theoretical as well as political discussion for decades. When, in the early 1970s, new technologies challenged the established world, it was the “Club of Rome,” which forecast that non-state actors will play a greater role in future global policy making. In 1987, the futurologist Daniel Bell recognized that “the nation state has become too small for the big problems of life and too big for the small problems.” He concluded that neither more centralization nor more decentralization should be the answer, but a diffusion of governance activities in several directions at the same time. Some functions “may migrate to a supra-governmental or transnational level. Some may devolve to local units. Other aspects of governance may migrate to the private sector.”

In 1991, Alvin Toffler, another futurologist, went one step further in his book “Powershift”: “We live at a moment when the entire structure of power that held the world together is now disintegrating...it does not merely transfer power, it transforms it.” Joseph from Harvard’s Kennedy School of Government later mapped this in a matrix that illustrated “the possible diffusion of activities away from central governments, vertically to other levels of government and horizontally to market and private non-market actors, the so-called third sector.”

In 1995 the “United Nations Commission on Global Governance” defined this new concept of “Governance” in its report “Our Global Neighbourhood” as follows: “Governance is the sum of the many ways individuals and institutions, public and private, manage their common affairs. It is the continuing process through which conflicting or diverse interests may be accommodated and cooperative action may be taken. It includes formal institutions and regimes empowered to enforce compliance, as well as informal arrangements that people and institutions either have agreed to or perceive to be their interest.”
This new concept of “governance” also included civil society. In June 2004 the UN published a report of a “Group of Eminent Persons.” Its chair, the former Brazilian President, Fernando Henrique Cardoso, wrote in his letter to UN Secretary General Kofi Annan: “The rise of civil society is indeed one of the landmark events of our times. Global governance is no longer the sole domain of governments. The growing participation and influence of non-state actors is enhancing democracy and reshaping multilateralism. Civil society organizations are also the prime movers of some of the most innovative initiatives to deal with emerging global threats. Given this reality, the Panel believes that constructively engaging with civil society is a necessity for the UN, not an option.” They added: We see this opening up of the UN to a plurality of constituencies and actors not as a threat to governments, but as a powerful way to reinvigorate the intergovernmental process itself.  

The discussions around new ways of “global governance” were primarily driven by the development of the Internet. The Internet started in the 1960s as a research project, financed by governmental money. However, unlike other communication technologies (telecommunication or broadcasting), it did not lead to state-owned companies or governmental regulation.

The governance of the Internet was described by Internet pioneers, such as the authors of the “Cluetrain Manifesto,” as something like “governing without governments.” In the early 1990s Dave Clark formulated the “Leitmotiv” of the Internet Engineering Task Force (IETF), the body that develops Internet protocols: “We reject: kings, presidents, and voting. We believe in: rough consensus and running code.” And the rock singer John Perry Barlow wrote in his “Davos Declaration of Cyberindependence” (1996): “Governments of the Industrial World, you weary giants of flesh and steel. I come from Cyberspace, the new home of Mind. On behalf of the future, I ask you of the past to leave us alone. You are not welcome among us. You have no sovereignty where we gather.”

The Internet was indeed a revolution that changed everything. It has been compared to the invention of the printing press 500 years ago, which paved the way for the “industrial revolution” in the 18th and 19th centuries. However, the Internet is not just a “new communication technology”; it created a new infrastructure for a new society, which was called by the United Nations “the information society.”

Neither can the Internet be compared with telecommunications nor with broadcasting. Both are centralized media. The Internet is a decentralized infrastructure. Telecommunications and broadcasting started as state monopolies within national borders. The Internet enabled an endless number of individuals and private institutions to innovate without governmental permission and regardless of frontiers. Telecommunications and broadcasting were highly regulated by national telecommunications and broadcasting laws. The Internet emerged in the shadow of governmental regulation and international geopolitics. There were no intergovernmental codification conferences to draft the TCP/IP protocols, to develop the global domain name system (DNS), or to create the World Wide Web. Delegations to manage a country code top-level domain (ccTLDs) were done by a handshake between Jon Postel and a trusted manager.

Regardless of this “private sector leadership,” part of the truth is also that the Internet never did escape from the existing framework of national and international legislation. What was illegal offline
became not legal online. But it is also true that the procedures for the regulation of the technical components of the Internet and the philosophy behind “code making” are rather different from traditional “law making.” Internet standards, codes, and guidelines, as described in the “Requests for Comments” (RFCs), did not come “top down” by a “majority voting” of elected representatives, but were drafted “bottom up” by respected and competent key players of the global Internet community, the concerned and affected constituencies, mainly the technical developers. “Rough consensus” was declared by the chair if the “humming” in the room was loud enough. 33

The making of the Internet Corporation for Assigned Names and Numbers (ICANN) in 1998 is a good example of this new approach. ICANN has a mandate to manage a global public good and to allocate public resources as domain names and IP addresses. Its structure and procedures—a decentralized but coordinated mechanism that interlinks a broad range of constituencies from the private sector, the technical community, and civil society, organized in Supporting Organisations and Advisory Committees (SOAC)—enables an open, bottom-up and inclusive policy development process (PDP) and has created accountability and transparency mechanisms as safeguards for the public interest. ICANN mirrors the decentralized architecture of the Internet. All stakeholders have their voice.

Multistakeholder collaboration within ICANN does not create conflict-free zones. It is natural that different stakeholders have different interests. But the established procedures to find consensus have created a stable system that has demonstrated its sustainability.

ICANN is an innovation in the system of international relations. ICANN did not substitute other existing institutions; it added something new. ICANN is not the “world government of the Internet.” ICANN was certainly inspired by the discussions around “cyberdemocracy” in the 1990s. But ICANN was never “governance without governments”; it was “multistakeholder governance with governments.” Article 4 of ICANN’s “Articles of Incorporation” (1998) states: “The Corporation shall operate for the benefit of the Internet community as a whole, carrying out its activities in conformity with relevant principles of international law and applicable international conventions and local law and, to the extent appropriate and consistent with these Articles and its Bylaws, through open and transparent processes that enable competition and open entry in Internet-related markets. To this effect, the Corporation shall cooperate as appropriate with relevant international organizations.” 34

Within ICANN, the “Governmental Advisory Committee” (GAC), with its 160 members, is a special body. Different from the UN, governments have no decision-making power. It is the ICANN Board, representing the non-state constituencies of the SOACs, which makes decisions. Governments give advice. The GAC chair is a non-voting member of the ICANN Board, but without veto power. GAC advice is not legally binding. If the board rejects GAC advice, there is a mechanisms in place for mediation to find balanced solutions in the interest of the global Internet community.

The concepts of the “United Nations” (UN) and “United Constituencies” (ICANN) are two different governance models with different types of actors. They represent two different forms of social organizations with different legal status. In the early days of the Internet, those two worlds were rather separated. Public policy legislation was made in real places. Technical standard codification and resource allocation were made in virtual spaces. The two worlds clashed when the Internet penetrated nearly all spheres of the political, economic, and public life.
Table 1: Comparison of Multilateral and Multistakeholder Policy processes

<table>
<thead>
<tr>
<th>Issue</th>
<th>Multilateral</th>
<th>Multistakeholder</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actors</td>
<td>Governments</td>
<td>Private Industry/Civil Society/</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Technical Community</td>
</tr>
<tr>
<td>Structure</td>
<td>Hierarchies</td>
<td>Networks</td>
</tr>
<tr>
<td>Codification</td>
<td>National Laws and Intergovernmental Treaties</td>
<td>Universal Codes and Protocols</td>
</tr>
<tr>
<td>Mission</td>
<td>Broader political issues</td>
<td>Narrow technical issues</td>
</tr>
<tr>
<td>Policy Development</td>
<td>Top Down</td>
<td>Bottom Up</td>
</tr>
<tr>
<td>Decision Making</td>
<td>Majority Voting/Full Consensus</td>
<td>Rough Consensus</td>
</tr>
<tr>
<td>Representation</td>
<td>General Elections by all</td>
<td>Delegation by competent</td>
</tr>
<tr>
<td></td>
<td></td>
<td>constituencies/NomComs</td>
</tr>
<tr>
<td>Participation</td>
<td>Restricted to authorized</td>
<td>Free access/broad participation</td>
</tr>
<tr>
<td></td>
<td>representatives</td>
<td></td>
</tr>
<tr>
<td>Negotiations</td>
<td>Behind closed doors</td>
<td>Open and transparent</td>
</tr>
<tr>
<td>Result</td>
<td>Stability and Predictability</td>
<td>Flexibility</td>
</tr>
</tbody>
</table>

This clash started with WSIS in 2002. In WSIS, Internet Governance became the most controversial topic. While everybody agreed that there is a need for something like a global regulatory framework for the Internet, there was a wide range of different ideas about which kind of regulation should be developed and applied. Concepts of private sector self-regulation stood versus governmental regulation with a broad variety of co-regulatory ideas in between. The US argued that the Internet is managed by the private sector and it works. If it isn’t broken, don’t fix it. China disagreed and was calling for an intergovernmental treaty.35

In 2003 the UN Secretary General Kofi Annan established a multistakeholder “Working Group on Internet Governance” (WGIG), asking for help to bridge the controversy. In a speech during the Global Governance Forum in New York in March of 2004 he said: “The issues are numerous and complex. Even the definition of what is meant by Internet governance is a subject of debate. But the world has a common interest in ensuring the security and the dependability of this new medium. Equally important, we need to develop inclusive and participatory models of governance. The medium must be made accessible and responsive to the needs of all the world’s people. In managing, promoting and protecting (the Internet’s) presence in our lives, we need to be no less creative than those who invented it. Clearly, there is a need for governance, but that does not necessarily mean that it has to be done in the traditional way, for something that is so very different.”36

Kofi Annan was calling for “innovation in policy making.” WGIG was listening. The policy innovation that WGIG proposed was the multistakeholder concept. WGIG argued that the Internet does not need “leadership,” it needs a “grand collaboration” of all involved stakeholders in their respective roles. It argued that “sharing” of policy development and decision making for Internet-related technical and public policy issues is more important than “fighting for leadership.” WGIG also made clear that there is no “one size fits all” solution. New emerging issues should not be put into a pre-determined regulatory box. The governance model should be built around the specific needs
of a concrete issue. Bridging the digital divide, promoting digital trade, supporting cybersecurity, or managing the allocation of IP addresses would need specifically tailored governance mechanisms, which could and should be different. But sustainable solutions will be found only if all stakeholders are involved.37

In a multistakeholder process, each stakeholder brings its special expertise to the negotiation table. All stakeholders respect each other and meet on "equal footing" in their "respective roles." No stakeholder can substitute another stakeholder. Governments have a different role than business; civil society is different from the technical community. It is the complementary expertise, engagement, and responsibilities that create the beauty of the multistakeholder approach. All stakeholders need each other in the management of the global Internet Governance Ecosystem, a "virtual environment" comparable with our "natural environment" and the "rainforest."

In the "real rainforest," an uncountable number of diverse plants and animals live together in a very complex system. In the "virtual rainforest," we also have an endless and growing diversity of networks, services, applications, regimes, and other properties that co-exist in a mutually interdependent mechanism of communication, coordination, and collaboration. It is difficult to govern or control the rainforest, but parts of it can be damaged and destroyed. In the Internet Governance Ecosystem, many players with different legal status operate on different layers—at local, national, regional and international levels—driven by technical innovation, user needs, market opportunities, and political interests. As a result, we see a very dynamic process where—from a political-legal perspective—a broad variety of different regulatory, co-regulatory, or self-regulatory regimes emerge, co-exist, and complement or conflict with each other. The system as a whole is decentralized, diversified, and has no central authority. However, within the various subsystems there is an incredible broad variety of different sub-mechanisms that range from hierarchical structures under single or inter-governmental control to non-hierarchical networks based on self-regulatory mechanisms by non-governmental groups with a wide range of co-regulatory arrangements in between where affected and concerned stakeholders from governments, the private sector, civil society, and the technical community are working hand in hand.

A one-stakeholder approach risks ignoring the fundamental interests of other stakeholders. Technical issues could be pulled into political conflicts. Public interests could be sidelined by ignorance, selfish priorities, or profit interests. Even a two-stakeholder approach is risky. If big government and big industry go together, the risk is high that civil society interests will be sandwiched. If governments would go together with civil society by excluding the private sector, business models could collapse with negative consequences for economic growth, sustainable development, and future jobs. If civil society and the private sector would go together, they would soon miss the stability of a regulatory system. And without the technical community, the whole system would cease to function. In other words, if it comes to Internet governance, multistakeholderism is not one option, it is the only option.

The multistakeholder approach is the "policy innovation" for which Kofi Annan called in 2004. But the concept is still vague and needs further specification. There is no official definition of "multistakeholderism." There is no one single multistakeholder model. And it is unclear how rights and responsibilities are distributed among the stakeholders in concrete arrangements. Solutions will differ from case to case. While governments bear a primary role in cybersecurity, it is the private sector that has a primary role in the DNS management. But non-state actors have something to say in the field of cybersecurity, and governmental advice for managing the DNS—such as the introduction of new generic Top Level Domains (gTLDs)—is welcome.
The “Global Multistakeholder Meeting on the Future of Internet Governance” (Sao Paulo, April 2014) made an important step forward in further conceptualizing the multistakeholder approach. The “NETmundial Multistakeholder Statement” defined criteria for “Multistakeholderism,” which now allows a certain “measurement.” Such criteria include meaningful and accountable participation of stakeholders, in particular from developing countries and underprivileged groups, as well as open, participative, consensus-driven governance, transparency, accountability, inclusiveness, equitability, human rights and capacity building. The Sao Paulo statement did also say that “the respective roles and responsibilities of stakeholders should be interpreted in a flexible manner with reference to the issue under discussion.”

Another good example of a successful multistakeholder process was the IANA transition in 2016. The handover of the stewardship role of the US government for the Internet Root Server System to the global community demonstrated that all stakeholders can work together to the benefit of the global Internet community. The role of the US government and its oversight role over ICANN was one of the main conflicts during WSIS and the controversial discussions within two “UNCSTD Working Groups on Enhanced Cooperation” in the 2010s. There were many voices who did not believe that such a transition would ever happen. But it did.

The IANA transition negotiation process was a very innovative case of a new multistakeholder cyberdiplomacy. It produced an accountability mechanism and established the so-called “empowered community,” which now has the final oversight over the management of critical Internet resources. Five years after the IANA transition, there is no doubt that the new system works. So far, there was no need to activate the “empowered community.”

The established mechanism demonstrated its robustness when it was stress-tested by Covid-19. The pandemic triggered an explosive growth of Internet traffic and an extended need for more resources for domain names and IP addresses with all the Zoom conferences, home offices, distance learning, online shopping etc. But the good news was that the existing system could provide what was needed. There was no shortage on domain names and IP addresses; the public core of the Internet remained stable and delivered. The technical Internet did function.

The problems came with the use, or more specifically with the “misuse” of the resources. Cybercrime tripled; fake news and hate speech polluted the cultural environment. There was a new wave of government-sponsored cyberattacks. But those threats and risks appeared on the application layer. The transport layer—the DNS with its root and name servers—managed by the multistakeholder community, remained stable.

The multistakeholder concept is still in its early years. It is a journey into a political “terra incognita.” It is a “trial and error” journey. There are a lot of strengths and opportunities, such as inclusion, sustainability, and conflict reduction. There are also weaknesses and risks, such as accountability, legitimacy, implementation, and compliance. It is certainly true that multi-stakeholder processes are more complicated and last longer than one-stakeholder processes, but the big plus comes with a higher degree of sustainability and flexibility, which allow for stumbling forward and for keeping the network open to accommodate tomorrow’s problems.

No doubt there is a need for more creativity and innovation. Kofi Annan’s plea, that for Internet policy making “we need to be no less creative than those who invented (the Internet)” is a permanent call for thinking out of the box. This call was also shared recently by ITU Secretary General Houlin Zhao in his address to the G20 Think Tank Summit (T20) in October of 2021 in Milan. When he pre
Presented ITU’s “4I-Strategy” (Infrastructure, Investment, Innovation, Inclusion), he underlined that the call for “innovation” includes innovation in policy making.\textsuperscript{39}

Unfortunately, the years after WSIS were wasted with more ideologically motivated conflicts. Groups that favored governmental leadership were calling for more “Multilateralism.” Groups that favored private sector leadership were calling for more “Multistakeholderism.” This was a senseless battle between “Isms.” There is no conflict. Multilateralism and multistakeholderism are two sides of one coin. The multilateral (intergovernmental) treaty system is an important stabilizing factor in international relations, but in today’s world it is embedded in a multistakeholder environment. And multistakeholder arrangements, which are very often voluntary commitments, will benefit if core elements are translated into “hard law,” which can only be made by governments and parliaments.

In the growing geo-strategic battles in cyberspace, the risk is high that the multistakeholder approach will be squeezed between hard political interests. This would be a big mistake. If cyberpowers ignore the complexity of the Internet governance ecosystem, they will fail to reach sustainable results and provoke zero-sum games that do not know any winners. All stakeholders will lose.

In the Internet, everything is connected with everything. Decisions on cybersecurity have economic implications and consequences for human rights. Regulation on privacy or freedom of expression affect business models and create problems for law enforcement. In the Internet world, all stakeholders are sitting in the same boat. With the next generation of technologies—Artificial Intelligence (AI) and the Internet of Things (IOT)—new threats and risks will emerge. The whole of mankind is sitting together in a boat that is moving toward a big waterfall. It makes no sense to start a battle within the boat. And it makes no sense to fight the waterfall. The common challenge is to stabilize the boat and to avoid a digital disaster.

Looking Forward toward 2025

Lessons learned from the multistakeholder processes are very relevant for all Internet-related public policy-making processes. And they are very relevant for future discussions around cybersecurity.

When UN Secretary General Antonio Guterres addressed the 14th IGF in Berlin (2019), not only did he support the multistakeholder approach, he offered the UN as a platform for multistakeholder discussion: “There’s an absence of technical expertise among policymakers even in the most developed countries, invention is outpacing policy setting, and measured difference in culture and mindset are creating further challenges, ... while industry has been forging ahead and at times breaking things, policymakers have been watching from the sidelines. ... Let us build this fora into a platform where Government representatives from all parts of the world along with companies, technical experts and Civil Society can come together to share policy expertise, debate emerging technology issues, agree on some basic common principles, and take these ideas back to appropriate norm-setting fora.”\textsuperscript{40}
In his “Roadmap on Digital Cooperation” (May 2020), he proposed to strengthen the IGF toward an IGF + and to add a high-level governmental and a parliamentarian track. For cybersecurity he proposed “a broad and overarching statement, endorsed by all Member States, in which common elements of understanding on digital trust and security are outlined...Following adoption by Member States, the statement could also be open to endorsement by stakeholders, such as those in the private sector, including technology companies, and civil society.”

In today’s world, international security means cybersecurity. If a cyberattack against a state is interpreted as a threat or use of force under article 2.4 of the UN-Charter, it could trigger a real war. US President Joe Biden argued in a speech in July 2021: “We’ve seen how cyber threats, including ransomware attacks, increasingly are able to cause damage and disruption to the real world. I can’t guarantee this, but I think it’s more likely we’re going to end up—well, if we end up in a war, a real shooting war with a major power, it’s going to be as a consequence of a cyber breach of great consequence.”

Cyberdiplomacy, aimed at strengthening peaceful cooperation among states, will be more important than ever. But cyberdiplomats alone will not settle the problems. There is a need for enhanced cooperation among governmental and non-governmental stakeholders, with the aim to keep the cyberspace open, free, and secure and to create a peaceful digital environment for business, education, health, entertainment, and individual communication.

In his “Common Agenda” (September 2021), UN Secretary General Antonio Guterres has proposed a new “Global Digital Compact” among governments, the private sector, and civil society, which could be adopted at the “UN World Summit of the Future” in 2023. Such a new compact would pave the way for the next big stop of the multistakeholder Internet governance and cybersecurity journey. In 2025 the UN has to review the Tunis Agenda and to decide upon the renewal of the IGF. And, by coincidence, in 2025 the mandate of the OEWG expires. 2025 will also mark the beginning of the last phase for the implementation of the UN Sustainable Development Goals (SDGs). The hope is that those decisions will pave the way into a future with cyberpeace and digital prosperity for everybody. There is no time to waste.
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The UN Secretary-General talks about a new “more inclusive multilateralism” in his report, entitled “Our Common Agenda.” This should not lead to a debate on multi-lateral versus multistakeholder approaches. “Multilateral” refers to a system with its own legitimacy and failings. “Multistakeholder” is an approach, not a substitute for accountable governance. It is a way of creating more learning and understanding through dialogue between different types of stakeholders with different perspectives and interests. Whether a global internet-related decision-making process is multistakeholder, or led by governments in a multilateral arena, the extent to which it is supported by open and inclusive debate will impact the effectiveness and sustainability of its outcomes. The Internet Governance Forum (IGF) has been and continues to be the most open, diverse, and inclusive space for multistakeholder dialogue on Internet-related policy, including in the context of broader digital cooperation. The IGF is currently in its 16th year, with renewal of its mandate by the UN General Assembly scheduled for 2025. The Forum, on which Member states
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agreed at the conclusion of the World Summit on the Information Society (WSIS) in Tunis in 2005, has grown and evolved extensively since its first iteration in Athens in 2006—in scope, reach, format, and scale. So has the Internet. In 2005, the concept of the Internet as a network of networks was still abstract to many UN Member states. Nowadays, the Internet and related issues have priority on many policy agendas. Having grown from 1.1 billion users in 2005 to more than 4 billion users today,3 the Internet is at the center of a process of digitalization that is transforming the workplace, social and political processes, business, and trade, as well as people’s personal lives. Many of the policy questions that were on the table in 2005 are still priorities today. Access to the Internet and information and communication technologies remains extremely unequal, between and within countries and regions. The availability and affordability of infrastructure, devices, content, language, and the human capacity needed to reap the benefits of using the Internet remain key Internet governance challenges.

At the other end of the spectrum, hyper-connectivity and the resulting dependence on Internet-based systems and services are presenting new challenges, threats, and risks. A stable and secure Internet is more important than ever before. Downtime or failure may have a real economic impact or even human cost. New developments and technological trends that use the Internet in combination with, for example, the Internet of Things, datafication, artificial intelligence, machine learning, and automated decision making, create a whole new range of policy challenges. The common denominator is that the range of Internet-related policy and regulation issues continues to expand, cross borders, and intersect with other spheres. Linked to this is a proliferation of venues that deal with Internet-related issues; some of these are new venues, but many are not, and pre-date the Internet, for example national legislatures, regulators, competition commissions, human rights institutions, and those dealing with peace and security. What is new is that they must give serious attention to Internet-related aspects of their areas of work.

Is the IGF still needed when Internet governance issues are being discussed everywhere? And how can the IGF evolve to remain relevant? The aim of this article is not to add yet another wish list to the existing body of ideas on strengthening the IGF; rather, it aims to point out where ideas can be consolidated, where strategic choices will have to be made between conflicting visions, and where attention needs to be given to the IGF’s institutional configuration and capacity.

The IGF’s broad mandate in the Tunis Agenda4 and its unique identity as both part of the UN, but not bound by member-state driven processes in a narrow sense, allowed it to create a space where different stakeholder groups5 can table and debate policy challenges in an atmosphere of open dialogue without the pressure and limitations presented by having to negotiate agreed outcomes. There was no template for this kind of forum in the UN system and this encouraged innovation from the outset. The steady growth of the IGF demonstrates the need for a forum for open dialogue about Internet governance.7 Its unique value stems from its ability to serve as a place where issues can emerge, be examined and debated from diverse perspectives, and thus be better understood before they move to spaces for more in-depth consideration and decision making. Bringing discussions to the IGF prevents issues from being discussed in parallel silos, without cross linkages and the exchange of ideas. Because it is inclusive and accessible, the IGF can avoid situations in which the views of those who do not have access to more specialized policy forums are ignored. “Community input” on the program content and organization of the annual meeting has grown into a central pillar of the IGF process. Early on the IGF introduced Open Consultations8 and calls for input from participants and other interested stakeholders. It is
complemented by a “stock-taking” session on the final day of the annual meeting where participants have access to an open microphone and can share what worked for them, and what they felt should change. As a result, community input has also been the driver for the Multistakeholder Advisory Group (MAG) and the IGF Secretariat to introduce new elements into the IGF process. Innovations such as regional, and later national IGFs, and Internet Governance Schools, emerged outside of the IGF itself, but soon formed strong links with the global process. The first Dynamic Coalitions—open, multistakeholder communities of practice dedicated to an Internet governance issue or set of issues—emerged at the first IGF meeting, held in Athens in 2006. Best Practice Forums (BPFs) were introduced to gather existing and emerging solutions to specific internet policy-related challenges. Through the organic growth of national and regional IGFs, the IGF process has found a way of responding to a challenge that applies to all global governance processes: effective linkages between national, regional, and international levels.

So, how can the IGF evolve to remain relevant? Innovating in response to received input is a key part of the answer, but it is not enough. The strength of relying on the “bottom up” approach to discuss IGF evolution is two-fold: it is responsive to expressed needs, and involves stakeholders dealing with policy as well as those participating in implementation. Its weakness lies in the fact that discussions do not easily lend themselves to introducing changes of a more strategic, or structural nature, such as, for example, how to effectively relate to other institutions, including governments, and multilateral processes. To remain relevant, the IGF needs the leadership and institutional capacity to represent the IGF, assess proposals for improvements strategically, implement them, and ensure that all the different elements of this growing IGF ecosystem work in a complementary manner toward achieving clearly articulated goals.

Discussions and ideas for improving the IGF are as old as the IGF. In what follows, the article highlights some of the most promising suggestions for improving the IGF from three sources: WSIS-processes (2012–2016), the IGF MAG Working Group on IGF Strategy and Strengthening (2020–21), and the UN Secretary-General’s Roadmap for Digital Cooperation and Common Agenda (2020–2021). As mentioned before, responding effectively to these concrete calls for improvement requires identifying where ideas can be consolidated, where strategic choices have to be made, and where attention needs to be given to the IGF’s institutional configuration and capacity.

The United Nations Conference on Trade and Development (UNCTAD) Commission on Science and Technology for Development (CSTD) reviews the implementation of and follow-up on WSIS outcomes, including the IGF, which has been the subject of intense debate. The CSTD became the arena in which UN member states supporting the multistakeholder approach argue with those in favor of more oversight by governments. IGF supporters would point to its inclusiveness, the large number of participants, and the strong program content. IGF critics say that IGF was not a decision-making body, produced no clear outcomes, and that governments were not effectively represented. In July 2010 the CSTD established a multistakeholder Working Group on Improvements to the IGF to recommend improvements in line with the Tunis Agenda mandate, based on input from Member states and others. In its report the Working Group homed in on broadening participation, producing more tangible outputs, strengthening links to other IG entities, and ensuring the IGF Secretariat has sufficient capacity.

An “IGF retreat,” convened by the UN DESA in July 2016, in the aftermath of the IGF’s mandate renewal, affirmed the CSTD Working Group’s recommendations. The retreat’s report added in more detail to the recommendations and is rich in suggestions, but unfortunately remains short on specifics of who should be taking things forward.
Perspectives on the extent to which the recommendations of the CSTD Working Group have been implemented vary. It is worth noting that many of these recommendations resurfaced in the report of the Secretary-General’s High-Level Panel on Digital Cooperation, and, to some extent, also in the Roadmap. Both documents are addressed below.

In 2020 the UN Secretary-General published the Roadmap for Digital Cooperation, which includes a broad range of action areas, from trust and security to artificial intelligence and digital inclusion. It recognizes the growing complexity and diffusion of the existing digital cooperation architecture, observing that “global discussions and processes are often not inclusive enough,” nor, necessarily, effective, and that this “is exacerbated by the lack of a common entry point into the global digital architecture, which makes it especially hard for developing countries, small and medium-sized enterprises, marginalized groups, and other stakeholders with limited budgets and expertise to make their voices heard.”

Its holistic approach to digital cooperation makes the Roadmap a significant document. At the same time, it is striking that the IGF, a forum where Internet-related public policies are approached holistically and discussed openly, does not have a more prominent place in the Roadmap implementation. This is even more surprising considering that the source document for the Roadmap, the Report of the UN Secretary-General’s High-Level Panel on Digital Cooperation (HLPDC), “The Age of Digital Interdependence,” proposes an evolved IGF as one of the options for an overarching mechanism for global digital cooperation. The suggestions—outlined in paragraph 93 (a) of the Roadmap—include ideas that echo the CSTD WG’s recommendations, but do not acknowledge that several were already being implemented by the IGF Secretariat and the MAG. In addition, the Roadmap introduced the idea, which provoked quite some controversy, of a new and empowered multistakeholder high-level body. Paragraph 93 (a):

a) Creating a strategic and empowered multistakeholder high-level body, building on the experience of the existing multistakeholder advisory group, which would address urgent issues, coordinate follow-up action on Forum discussions and relay proposed policy approaches and recommendations from the Forum to the appropriate normative and decision-making forums; (b) Having a more focused agenda for the Forum based on a limited number of strategic policy issues; (c) Establishing a high-level segment and ministerial or parliamentarian tracks, ensuring more actionable outcomes; (d) Forging stronger links among the global Forum and its regional, national, subregional, and youth initiatives; (e) Better integrating programme and intersessional policy development work to support other priority areas outlined in the present report; (f) Addressing the long-term sustainability of the Forum and the resources necessary for increased participation, through an innovative and viable fundraising strategy, as promoted by the round table; (g) Enhancing the visibility of the Forum, including through a stronger corporate identity and improved reporting to other United Nations entities.

In a reaction to the Roadmap, the MAG Chair, in cooperation with the Government of Switzerland, organized a “Roadmap” session during the First Open Consultations on IGF 2020, and the MAG established a working group on Strategy and Strengthening to act as a focal point for its participation in the Roadmap process. During 2020, the MAG Chair, in collaboration with the working group, convened a series of online discussions on topics such as expanding participation in the IGF, making the IGF more multilingual, integrating more effectively with national and regional and youth IGFs, and learning lessons from several years of working with Best Practice Forums and Dynamic Coalitions. In September 2020, and based on extensive consultation with different
stakeholders, the Governments of Germany and the United Arab Emirates submitted a paper called “Options for the Future of Digital Cooperation” to the UN Secretary-General, which affirms the idea of the IGF being central in the architecture of digital cooperation. The way forward should rest on maintaining and upgrading the IGF’s existing structures and making the organization more outcome-oriented. Their vision is for the IGF to be “a facilitator which connects existing discussions that are already taking place,” and that the discussions at the IGF result “in action-oriented, but non-binding recommendations or reports” to ensure that they can find their way into policy-making processes.

The UN Secretary-General’s interest in the IGF, even if some proposals such as the multistakeholder high-level body raised questions, encouraged the supporters of the IGF and multistakeholder approach. This positive reaction was voiced, for example, in the IGF 2019 Main Session on Internet Governance and Digital Cooperation, the January 2020 Open Consultation, the IGF 2020 Main Session on the Roadmap for Digital Cooperation, and the work of the MAG Working Group on IGF Strategy and Strengthening. It was evident that governments who supported the IGF were also deeply invested in the forum taking on and responding to the Roadmap, as illustrated through the Options Paper discussed below. The IGF MAG, through the MAG Working Group on IGF Strategy, formulated, apart from a comprehensive set of operational suggestions for IGF 2021, longer-term strategic measures by which to achieve a more strategic, inclusive, and impactful IGF. These include proposals to adopt a multi-year planning cycle and a more consistent issue-driven approach to IGF program development; strengthen, develop, and integrate the IGF’s intersessional activities (BPFs, DCs, NRIs, and now Policy Networks); consolidate integration of national legislators through an IGF Parliamentary Track; consolidate liaison with decision-making bodies; and strengthen communications strategies and mechanisms.

They also responded with specific proposals on how to operationalize the proposed new multistakeholder high-level body which was discussed in detail in the Options Paper. In 2021 the Secretariat introduced a new modality, policy networks, to the IGF ecosystem which can be said to respond to the “policy incubator” and “cooperation accelerator” ideas in the HLPDC’s IGF plus model. Two policy networks, one on the “environment” and one on “universal access and meaningful connectivity,” were launched in the first half of 2021 with the intention of developing specific recommendations related to their focus areas. The Secretariat also embarked on a capacity-building program—an initiative they started long before the Roadmap was published, which included a report the Secretariat commissioned in 2019 on an IGF framework for capacity development. This responds to a recommendation originally made in the CSTD Working Group on Improvements to the IGF. Other components of the IGF that definitely respond to the Roadmap are the high-level leaders sessions, which have grown in scope since the first one in 2011, and the parliamentary track, which started in 2019. These add to the weight of the IGF and bring policy makers into the process, but they can also easily become isolated from the broader, more inclusive IGF process.

In November 2021, after doing its own round of further consultations on the proposed high-level body, the IGF Secretariat published, at the request of the Executive Office of the United Nations Secretary-General, a public call for nominations for members and terms of reference for what has been named the “IGF Leadership panel.” It will consist of ten members to be appointed by the Secretary-General, drawing on a pool of candidates nominated by all IGF stakeholder groups.

The UN Secretary-General’s interest in the IGF, even if some proposals such as the multistakeholder high-level body raised questions, encouraged the supporters of the IGF and multistakeholder approach.
The Chair and Vice-Chair of the Group will rotate among members of the group, elected by members of the group. The role of the Leadership Panel will be to address strategic and urgent issues, highlighting Forum discussions and possible follow-up actions to promote greater impact and dissemination of IGF discussions. Its responsibilities are to provide strategic input and advice on the IGF; promote the IGF and its outputs; support both high-level and at-large stakeholder engagement in the IGF; and exchange IGF outputs with other stakeholders and relevant fora, also facilitating input of these decision-makers and fora into the IGF’s agenda-setting process. The terms of reference outline relations between the Panel and the MAG, saying that “the two bodies will function as distinct entities” to ensure there is no overlap between them, but that they should work “with close linkages and continuous efforts to promote collaboration and cooperation within the IGF.” The MAG will lead on the IGF annual work program and the global forum while the Panel will “contribute strategic inputs to the programme-setting and support the visibility of the IGF” and “provide high-level input and promote IGF outputs.” The panel will be supported by the Secretariat. In several respects, the panel’s terms of reference do respond to the proposals in the Options Paper. Relations with the MAG are less clear. What is most unclear is whether the Leadership Panel will have any authority in relation to the IGF Secretariat and to others inside the UN responsible for the IGF.

Put simply, the terms of reference for the Leadership Panel describe the main role of the IGF MAG as being to gather input from the community and plan the IGF’s annual work program, while that of the Leadership Panel is to increase the IGF’s visibility and promote its outputs to decision-makers.

As with earlier sets of recommendations, what remains unclear is where precisely oversight and institutional responsibility—and accountability—for following up on recommendations for IGF strengthening is located. The assumption is that it lies with the Department for Economic and Social Affairs of the United Nations (UN DESA), the UN department entrusted with supporting and overseeing the IGF, but how this oversight layer relates to the Leadership Panel is as unclear as has been the case with regard to the MAG.

In late 2020 the Office of the Secretary General’s Envoy on Technology was established to lead implementation of the Roadmap, working closely with various United Nations entities and organizations from civil society, business, and the technical community. More recently, the Office has also been assigned with responsibility for parts of the Common Agenda (published in September 2021 and discussed below). According to its website, the Office of the Envoy is intended to serve “as an advocate and focal point for digital cooperation so that Member States, the private sector, civil society, academic and technical communities, and other stakeholders have a first port of call for the broader United Nations system,” and is expected to work closely with the IGF community and with UN DESA to strengthen the IGF. However, in spite of the active participation in IGF events by members of staff of the Office, and some presence of UN DESA and IGF staff in Roadmap processes, the implementation of the Roadmap process has largely bypassed the IGF. It has certainly not used the extended IGF ecosystem (National and Regional and Youth IGF Initiatives, BPFs, Policy Networks, and Dynamic Coalitions) in its roll-out process. This might change once the Leadership Panel starts its work, as the Envoy will be an ex-officio member.

In September 2021, on the occasion of its 75th anniversary, the UN Secretary-General presented his report—entitled “Our Common Agenda”—to the General Assembly. This visionary and ambitious document builds on and responds to the declaration on the commemoration of the seventy-fifth anniversary of the United Nations, in which Member States made 12 critical commitments: to leave no one behind; to protect our planet; to promote peace and prevent conflict; to abide by
international law and ensure justice; to place women and girls at the centre; to build trust; to improve digital cooperation; to upgrade the United Nations; to ensure sustainable financing; to boost partnerships; to listen to and work with youth; and to be prepared for future crises, including but not limited to public health crises. The IGF is presented with a challenge, but also with a massive opportunity. The challenge is clear in paragraph 93 of the Common Agenda: “It is time to protect the online space and strengthen its governance. I would urge the Internet Governance Forum to adapt, innovate and reform to support effective governance of the digital commons and keep pace with rapid, real-world developments.” The opportunity follows when the Secretary-General proposes that, building on the Roadmap, the United Nations, Governments, the private sector, and civil society come together “as a multistakeholder digital technology track in preparation for a Summit of the Future to agree on a Global Digital Compact.” This Compact “would outline shared principles for an open, free and secure digital future for all.” The issues the Secretary-General lists to be addressed by this Compact are all issues that have been, and continue to be, central to discussions at the IGF: “reaffirming the fundamental commitment to connecting the unconnected; avoiding fragmentation of the Internet; providing people with options as to how their data is used; application of human rights online; and promoting a trustworthy Internet by introducing accountability criteria for discrimination and misleading content” and “promoting regulation of artificial intelligence to ensure that this is aligned with shared global values.” It is striking, again, that the text of this document does not, in any way, give recognition to the fact that the IGF has constantly adapted and innovated and that it has made a substantial contribution to the international community’s understanding of challenges related to digitalization and cooperation in responding to such challenges.

In fact, measures and initiatives to strengthen the IGF that are taken by the Secretariat, MAG, and UN DESA seem to have remained largely unnoticed, even within the UN system. This raises questions as to whether these measures have been communicated effectively as serious responses to the calls for strengthening and improving the IGF, and as part of a longer-term strategic vision of an IGF for the future.

Nevertheless, exploring what the Secretary-General means by “adapt, innovate and reform” and “supporting effective governance of the digital commons” might mean that the IGF remains relevant, particularly considering the relatively open-ended nature of IGF evolution and improvement over the last decade.

The opportunity for the IGF to be the leading platform for engagement and consultation on the proposed Global Digital Compact is appealing. What is not clear, however, in the Common Agenda but also in other documents, including the terms of reference of the new Leadership Panel, is who is being addressed as the “IGF.” Is it the MAG, the Secretariat and UN DESA, the components of the extended IGF ecosystem, or participants in the IGF process? The implication is that it is all of these, and therein lies the fault line: responsibility and accountability are not clearly allocated. As mentioned above, a core feature of the IGF is its bottom-up nature, which constantly leads to evolution and innovation in the margins. Although there certainly is an “IGF community,” that community is particularly diverse, open, and is made up of voluntary contributions—both in the form of time and through financial support. The political, intellectual, and networking capital represented by this community is immense. What the IGF lacks is clear institutional identity, accountable leadership and management, and the human resources with which to facilitate linkages within this community and between the IGF and other components of the IGF ecosystem, including within the UN system. Neither the Leadership Panel nor the MAG have any kind of overarching role with regard to the IGF as an organization (or institution).
Some of the proposals in the Roadmap are covered by the terms of reference of the Leadership panel, such as increasing the visibility of the IGF and communicating IGF outputs. Some, such as "(b) Having a more focused agenda for the Forum based on a limited number of strategic policy issues," "(d) Forging stronger links among the global Forum and its regional, national, sub-regional and youth initiatives," and "(e) Better integrating programme and intersessional policy development work," are covered by the MAG’s terms of reference. But ultimately both the Leadership Panel and MAG's roles are only advisory. Based on the published terms of reference, the Leadership Panel is not being charged with overseeing the Roadmap proposal to enhance the visibility of the Forum “through a stronger corporate identity and improved reporting to other United Nations entities.”

If the organizational structure of the IGF still included an Executive Coordinator that led the Secretariat, as was the case up to 2010, and a Special Advisor chairing the MAG, these advisory bodies would be able to interact with clearly accountable internal leadership and management.

**Should the mandate of the IGF be reviewed?** This question might come up in the course of negotiations on the renewal of the IGF’s mandate in 2025. The answer has implications for the improvements to be logically pursued in the remainder of the current mandate. The IGF mandate outlined in the Tunis Agenda emphasizes an open and inclusive process, a “multistakeholder policy dialogue” on “issues related to key elements of Internet governance in order to foster the sustainability, robustness, security, stability, and development of the Internet” and “discourse between bodies dealing with different cross-cutting international public policies regarding the Internet.” The mandate also instructs the IGF to “discuss issues that do not fall within the scope of any existing body” and to interface with appropriate inter-governmental organizations and other institutions on matters under their purview. The current mandate does not stand in the way of answering calls for strengthening the IGF in the Roadmap, or playing the role envisaged for it in the Common Agenda. The IGF mandate outlined in the Tunis Agenda remains fit for purpose and should be extended. It might be worth considering—in light of the broader scope of issues under discussion—changing the name of the IGF from “Internet Governance Forum” to “Digital Governance Forum.”

**Are current efforts to evolve the IGF going in the right direction? Or are they simply contributing to spreading the IGF Secretariat and MAG’s resources even more thinly?** Both assertions are true. Recommendations by the CSTD, efforts emanating from the Digital Cooperation process, and the Office of the UN Secretary General's Envoy on Technology have served to elevate the relevance of digital development and cooperation. The holistic approach of the Roadmap reflects the broad approach to Internet governance taken by the WSIS and in the program content of the IGF. In other respects, however, the Roadmap process does not seem to consider the IGF as an effective platform for facilitating cooperation and engagement of its own action plan. If the Leadership Panel can operate in a manner that complements the IGF MAG, and that can help fill the leadership gap in the IGF mentioned above, it could definitely contribute to a stronger IGF. If not, it could just spread the financial and institutional resources of the Secretariat even more thinly than is already the case. If its role is to promote particular policy approaches that emerge from IGF discussions, it is likely to reinvigorate previous critiques of the IGF and the demand for “enhanced cooperation” as a distinct process.
Should the IGF continue to diversify or consolidate?
In the last decade, what is referred to as the “IGF ecosystem” has diversified, with around 140 national and regional IGFs, youth IGF initiatives, Best Practice Forums, Dynamic Coalitions, Policy Networks, and IGF capacity-building framework. Providing these activities with effective support, and ensuring that they all remain inclusive, interactive, and focused, is a massive challenge. The IGF either needs to consolidate the current diversification of intersessional activities but with a stronger capacity to “connect the dots” and do effective outreach and communications, or it might be better off by just being a very inclusive annual event with more focused content.

Regardless of the choice, the IGF should maintain its open, bottom-up character; cooperate and partner with other institutions; be more inclusive (and there are different angles to this, from language to region, to discipline, to Internet governance insiders and outsiders); focus the subject matter it discusses (which would also make it easier to establish continuity between annual meetings and avoid the annual events that are stand-alone events, silos on their own); be able to navigate multistakeholder and multilateral forums and, most importantly, acts as a place for them to connect with one another and facilitate other people’s navigation across these spaces. The IGF is, and continues to be, the only existing, and in the authors’ view, the only viable interdisciplinary, global, multistakeholder platform for open and inclusive engagement and public participation in Internet governance.

Filling in the leadership gap in the IGF. This can be done by filling in the role of IGF Executive Coordinator, by appointing a new person in this role, or by promoting the current head of the Secretariat to this position. This will provide clear and empowered executive leadership within the IGF’s organizational layer, which can work with both the MAG and the Leadership Panel and assume accountability for operationalizing strategic advice received from these bodies and from the broader IGF community. The role of the Special Advisor is also important and it remains to be seen whether the Leadership Panel will be an effective substitute.

Focus on longer-term strategic planning, implementation, monitoring and evaluation of the IGF. The Secretariat is the center of the entire IGF ecosystem. As this ecosystem grows, and as the IGF becomes more visible, their workload and the strategic relevance of the role they play will increase. To ensure that the IGF Secretariat, ideally through the Executive Coordinator, receives the necessary strategic advice and support, we recommend the establishment of a small body made up of members of the MAG and the Leadership Panel to provide advice and support to the UN DESA and the IGF secretariat on organizational matters, including multiyear strategic planning, and monitoring and evaluation of outputs, outcomes and, from time to time, impact.

Formalize the role of the IGF in the Roadmap implementation process. The Roadmap implementation has a broad scope and the team responsible for coordinating it should be commended for bringing a wide variety of actors, including from within the UN system, into the process. However, it would be economical in terms of time and financial resources for this process to work with the IGF ecosystem more systematically. Many of the champions and key constituents (concepts used in the Roadmap process) are also active in the IGF. Closer collaboration would rationalize efforts, and allocate responsibility and follow up strategically. Where there is a need for additional institutional capacity to coordinate Roadmap implementation, building this into the IGF plus should be considered before parallel processes are initiated elsewhere. In other words, rather than an ap-
proach whereby the IGF is challenged to “improve” to be relevant, its existing relevance should be recognized and enhanced through using IGF processes actively in coordination with Roadmap implementation.

**Harmonize Roadmap and Common Agenda follow-up with WSIS follow-up and implementation.** The ITU, working with other UN agencies such as UNESCO, continues to oversee follow-up on the WSIS action lines. There is extensive overlap between the WSIS goals and the Roadmap, as well as with aspects of the Common Agenda. It would enable participation and optimal utilization of resources for these processes to work collaboratively in a more harmonized manner.

**Use the IGF as the leading consultation and participation platform for the 7th commitment in “Our Common Agenda.”** The IGF ecosystem has the credibility and reach across stakeholder groups around the world needed to do the consultation to develop a “Global Digital Compact” in a participative and inclusive manner. This would also provide an opportunity for the IGF to build its capacity to interact more deliberately, on a sustained basis, with decision-making institutions, including national governments. We are not, by any means, suggesting that the IGF should be the sole entity involved in this process. What we propose is that it should be the central platform for facilitating broad engagement and for channelling this into the process of building awareness of the Global Digital Compact and gathering input to go into its drafting.

**Maintain the IGF’s bottom-up character and continue to maximize its inclusiveness of individuals, but also of institutions.** There is a risk reflected to some extent in the terms of reference of the IGF Leadership panel for it to focus on the “high-level” components of the IGF where CEOs, governments, and high-profile individuals from all stakeholder groups get to speak. These spaces are important, but privileging them over the community-organized sessions comes with the risk of overlooking the insights and the concerns of stakeholders “closer to the ground.” A high-level layer cannot substitute for building sustainable relationships with decision-making institutions, including governments. That capacity has to also reside in the Secretariat and be available to the MAG.

As the web of governance grows more complex, there is a natural tendency toward specialization, which can lead to a myopic focus on just a small subset of stakeholders. Making policy is no easy task, and with countless policy development processes taking place around the world, participants in those processes simply end up working in their own silos, unaware of how their outcomes could affect the global Internet, other users, or even their own stakeholders. It’s here that the IGF can play an important role. A venue for building shared understanding, awareness of what other governance activities and initiatives are ongoing, and what lessons have been learned is precisely what is needed. A chance for stakeholders in government and national authorities to meet not only with each other, but with the organizations whose focus is on maintaining the global nature of the Internet.

Navigating the IGF for it to remain relevant, and to play the role outlined by Chris Buckridge, above, does not mean navigating the IGF to a safe haven; on the contrary, it means navigating the IGF to the center of the current where it can serve as an inter-disciplinary platform for stakeholders—from the global North and the global South, from government business, the research and academic community, civil society and the technical community—to discuss the diverse and growing range of policy questions pertaining to the Internet.
The IGF is a forum where all participants have some degree of agency, but, when it comes to establishing who is responsible and accountable for its longer-term strength and impact, there is a distinct vacuum. For the IGF to effectively respond to calls for it to grow, to change, and to remain relevant, there is a need to strengthen its organizational and leadership structure. It needs sufficient institutional capacity, funding and leadership to be able to effectively navigate its own growth and development and to maintain a clear presence in the broader Internet governance ecosystem. Clarity on its status and on relationships inside the UN system is also needed to create realistic expectations and lower the threshold for partners from within the UN system to fully participate and to make use of the discussions at the IGF.

The landscape of Internet governance as a concept, a discipline, and a set of diverse processes evolves constantly. The IGF has to position itself as the one, known, trusted space for those who wish to engage, discuss, and learn, that traverses this shifting Internet governance landscape. A place where there is a comfortable seat and safe space for everyone who cares about, and is affected by Internet-related policy, to say their piece, argue and disagree if needed, and thereby better grasp one another’s perspectives, and strive for solutions. This implies having to maintain a delicate balance between, on the one hand, staying the same—such that the IGF is where one can meet old friends and colleagues, and rekindle old debates—and, on the other hand, changing, taking risks, opening up to new and different voices and interests, and interrogating the status quo, but not at the expense of remaining relevant to people and institutions from across the political and stakeholder spectrum.

For the IGF to effectively respond to calls for it to grow, to change, and to remain relevant, there is a need to strengthen its organizational and leadership structure.
Endnotes

2. The IGF is currently in its third mandate. After two five-year mandates, the IGF mandate was renewed for ten years in 2015 at the ten-year review of the WSIS.
5. The Tunis Agenda identifies the main stakeholder groups as being governments, intergovernmental organizations, the private sector and civil society. Later, an understanding of this approach evolved to also include the academic and technical communities as a key stakeholder group.
7. Aside from overall growth in the number of participants, indicators of demand are the large numbers of applications for workshops and other sessions, including from an increased number of institutions and processes applying to the “open forum” format at the IGF to present and discuss their work. There has also been a growing number of first-time participants every year. In 2020, 59% of the 6,150 registered participants attended the IGF for the first time. “IGF 2020 Participation and Programme Statistics,” IGF, https://www.intgovforum.org/en/content/igf-2020-participation-and-programme-statistics. In 2019, for the Berlin IGF, 53% of 3,679 participated were first-timers, “IGF 2019 Participation and Programme Statistics,” IGF, https://www.intgovforum.org/en/content/igf-2019-participation-and-programme-statistics
8. Open Consultations are typically organized two or three times per year, in conjunction with MAG face-to-face meetings.
9. Aspects of the IGF process can be attributed to the influence of meetings of technical community organizations, particularly those of ICANN and the Internet Society.
10. A multistakeholder advisory group (MAG) was established by the Secretary-General to advise on the program content and schedule of the IGF meetings. The term “Multistakeholder Advisory Group” was only coined a few years into the IGF process. Initially, they were just referred to as the IGF Advisory Group. MAG Terms of reference available at “MAG Terms of Reference,” IGF, https://www.intgovforum.org/en/content/mag-terms-of-reference
11. The core of the IGF’s organizational structure is the IGF Secretariat, which is located in Geneva but operating under the oversight of the Under-Secretary-General (USG) of the UN Division for Social and Economic Affairs (UN DESA) based at the UN headquarters in New York. This lightweight and decentralized structure is funded through extra-budgetary contributions from entities from all stakeholder groups.
12. Examples of changes introduced in response to the community range from opening up the topics discussed at the forum to providing support for newcomers and adding shorter session formats. In 2011, a “high-level leaders” track was introduced, creating a space for senior officials from governments and other stakeholder groups to engage in interactive discussion on IGF-related topics. A parliamentarian track was introduced in 2019 and “policy networks,” designed to make recommendations, in 2021.
The latter prefer either an existing institution such as the International Telecommunications Union (ITU) or a new UN office or entity to be as the place to deal with Internet-related matters. An example is the proposal made by India to the UN 66th Session of the UN Annual General Assembly for the establishment of a United Nations Committee for Internet-Related Policies (CIRP). https://cis-india.org/internet-governance/blog/india-statement-un-cirp


The report also addressed IGF processes such as the nomination of MAG members, emphasizing the need for transparency. Even though there were still only a handful at the time, it also encouraged stronger interconnection with regional IGFs.


The mandate was extended for a further ten years at the end of 2015.


“Roadmap on Digital Cooperation Key Action Areas as outlined on the website—One, Achieving universal connectivity by 2030; Two, Promoting digital public goods to create a more equitable world; Three, Ensuring digital inclusion for all, including the most vulnerable; Four, Strengthening digital capacity-building; Five, Ensuring the protection of human rights in the digital era; Six, Supporting global cooperation on artificial intelligence; Seven, Promoting trust and security in the digital environment; Eight, Building a more effective architecture for digital cooperation.” The report itself follows a different structure but the ideas are consistent across the site and the full document.


The Roadmap recognizes that different digital architecture models proposed by the HLP-DC are still under discussion, but clearly highlights ideas that have emerged to make the IGF “more responsive and relevant to current digital issues.”


Submissions made by various parts of the IGF ecosystem, from national, regional, and youth IGF initiatives, (NRIs) to Best Practice Forums and from many institutions in the broader IGF community, in response to the above-mentioned January 2020 IGF Open Consultation, echo and welcome the idea of a strengthened IGF that also maintains its essential “bottom-up” character.

“MAG Chair Activities”, IGF, https://www.intgovforum.org/en/content/mag-chair-activities

A learning study on Best Practice Forums produced a report and recommendations in 2020, and a similar study on Dynamic Coalition will be published in November 2021.

In their capacity of co-champions for following up on recommendations 5A/B on the architecture for digital cooperation in the report of the UN Secretary-General's HLPDC.


In their capacity of co-champions for following up on recommendations 5A/B on the architecture for digital cooperation in the report of the UN Secretary-General's HLPDC.


35 This was also not a new idea. The previous MAG chair initiated a MAG working group on multi-year planning in 2018.


39 Early in 2021, the Secretariat initiated a consultation to gain further input on the proposed Multistakeholder High-level Body (MHLB). They received 85 submissions in response, but at the time of writing the future form and terms of reference of this body were not yet known. The list of inputs received in response to the consultations on paragraph 93(a) in the Roadmap for digital cooperation, https://www.intgovforum.org/en/93a-public-responses


41 The Leadership Panel will include two ministerial-level or above representatives from Governments that are Member States of the United Nations or regional intergovernmental organizations that have observer status in the General Assembly; two CEO-level (or deputy-level) representatives from each of the other three stakeholder groups (private sector; technical community; and civil society) and two at-large members (distinguished or prominent persons who do not fall under the above stakeholder groups). Ex-officio members will include three senior representatives (Minister or head of agency-level) made up of the current, immediately previous, and the immediately upcoming host countries, the Chair of the IGF’s Multistakeholder Advisory Group (MAG), and The Secretary-General’s Envoy on Technology.


With regard to the architecture for digital cooperation, their website states that “In line with the key recommendations of the Roadmap, discussions are ongoing, including with the IGF community and efforts underway to strengthen the IGF. On this, the Office works closely with the UN DESA,” “Building a more effective architecture for digital cooperation,” United Nations, https://www.un.org/techenvoy/content/global-digital-cooperation (accessed 16 Nov 2021)


Ibid.


Ibid., paragraph 93 (g).

From 2011 onward for a few years, the IGF Secretariat did not have senior leadership at all, until eventually Mr. Chengetai Masango, IGF Programme and Technology Manager, became established as the Head of Office of the Secretariat. He is supported by a small team of staff and consultants but he does not have the authority of an Executive Coordinator.


From 2005 to 2010, the IGF Secretariat was led by an Executive Coordinator, Mr. Markus Kummer, who had also led the Working Group on Internet Governance (the group mandated by the UN Secretary General to develop recommendations on the future of Internet governance in the period between the two phases of the World Summit on the Information Society.

When the advisory group that later became known as the MAG was first convened in 2006,
it was chaired by Nitin Desai, at that time a retired Under Secretary-General of the UN, in his capacity as Special Advisor to the UN Secretary-General. Nitin Desai’s presence contributed significantly to the legitimacy of the IGF in two respects: it provided a high-level link to the United Nations as an institution, and in particular to the UN Secretary-General, and it contributed to maintaining a global-South perspective and development-oriented focus. After Nitin’s retirement, the position of IGF “Special Advisor” remained vacant, in spite of frequent calls from all stakeholder groups for it to be filled.


61 The mandate also asks the IGF to: “Facilitate the exchange of information and best practices, and in this regard make full use of the expertise of the academic, scientific, and technical communities; advise all stakeholders in proposing ways and means to accelerate the availability and affordability of the Internet in the developing world; strengthen and enhance the engagement of stakeholders in existing and/or future Internet governance mechanisms, particularly those from developing countries; identify emerging issues, bring them to the attention of the relevant bodies and the general public, and, where appropriate, make recommendations; contribute to capacity building for Internet governance in developing countries, drawing fully on local sources of knowledge and expertise; promote and assess, on an ongoing basis, the embodiment of WSIS principles in Internet governance processes; discuss, inter alia, issues relating to critical Internet resources; help to find solutions to the issues arising from the use and misuse of the Internet, of particular concern to everyday users; publish its proceedings,” “About Us,” IGF, https://www.intgovforum.org/en/about#about-us
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The Global Commission on the Stability of Cyberspace (GCSC) has spent a considerable amount of time and resources developing eight norms by which to influence state and non-state behaviors to support the stability of cyberspace. One of these norms focuses on “the public core of the Internet,” which at a high level constitutes “such critical elements of the infrastructure of the Internet as packet routing and forwarding, naming and numbering systems, the cryptographic mechanisms of security and identity, transmission media, software, and data centers.” A more detailed definition of the Norm on the Non-interference with the Public Core is available on the GCSC website.

The Norm declares that “State and non-state actors should neither conduct nor knowingly allow activity that intentionally and substantially damages the general availability or integrity of the public core of the Internet, and therefore the stability of cyberspace.”

This paper, in the GCSC’s “New Conditions and Constellations in Cyber” Cyberstability Paper Series, is primarily concerned with the public core of the Internet’s packet routing and forwarding elements, as well as with corresponding Internet numbering systems. We’ll first provide some background information on the Internet architecture and Internet number resource allocation, and then discuss some vulnerabilities in the Internet routing system and what mechanisms are aiming to mitigate those vulnerabilities. We’ll then provide some considerations all stakeholders need to consider as we aim to find a balance between vital new infrastructure components, such as Resource Public Key Infrastructure (RPKI) that aims to help secure the routing system, and the implications that come along with its adoption.

Danny McPherson is Executive Vice President and Chief Security Officer at Verisign. He has authored several books, numerous internet protocol standards, network and security research papers, and other publications.
The Internet Protocol (IP) and Internet Number Resources

The Internet is made up of a loosely interconnected network of networks. These networks utilize the Internet Protocol (IP) suite, a collection of technical standards and rules, to relay packets within and between networks. IP provides the formatting of data exchanged as well as the addressing system, and a routing function is provided by systems referred to as routers that enables the internetworking, allowing information to be exchanged between networks and creating a unified single global network—the Internet.

IP addresses are used to uniquely identify each device on the Internet. There are two types of IP addresses used on the Internet today: the 32-bit IP version 4 (IPv4) addresses, which allow for unique addresses of just over ~4 billion endpoints (2^32), which seemed sufficient when the Internet was first developed, and a newer version of IP, the 128-bit IP version 6 (IPv6) addresses, which provides ~340 undecillion (2^128) of available addresses.

Just as with phone numbers, global uniqueness of IP addresses for devices connected to the Internet is crucial. To maintain uniqueness of IP addresses, global coordination and allocation is required. As illustrated in Figure 1, IP addresses are distributed in blocks (i.e., address ranges) from the Internet Assigned Numbers Authority (IANA) to the five Regional Internet Registries (RIRs), who assign them to National Internet Registries (NIRs), Local Internet Registries (LIRs), or directly to Internet Service Providers (ISPs) and end users.4

In addition to IP addresses, each network that connects to the Internet needs to obtain a unique Autonomous System (AS) number, which is used by routing protocols to identify that network within the global routing system. These AS numbers are distributed in the same manner as IP addresses. AS numbers were originally specified as 16-bits, allowing for AS numbers from 0 through 65535. In the mid-2000s the Internet Engineering Task Force (IETF)5 developed backwards-compatible 32-bit AS numbers (~4 billion) and transitioned to the larger AS numbers. Today, AS numbers are allocated from this larger number space, and it’s a good thing, given that there are already ~72,500 unique ASes represented in the global routing system currently.6

The collection of network devices, border and internal routers that comprise each network connected to the Internet vary considerably. For example, a small enterprise may only have one low-end internal and Internet-connect router, whereas a large enterprise, regional ISP, or university may have hundreds or thousands, and a large ISP may have thousands or even tens of thousands of routers.

Similarly, where these networks connect to the Internet will vary. Small enterprises may only connect in one location to a regional or local ISP, whereas large enterprises may connect in tens or
hundreds of locations, and interconnect with other networks either directly or at one or more Internet Exchange Points (IXPs). Large ISPs may interconnect with other networks in multiple locations and across many regions and countries, as well as via a multitude of IXPs. Regardless of where and how they interconnect, if they’re connecting to and participating in the global routing system, they’ll generally use a single AS number to uniquely identify their network. Each individual network is designed to support the business and policy objectives of that individual network’s administrators. There is no centralized planning authority or coordination facility dictating how or where networks interconnect globally.

Correspondingly, the number of network administrators will vary considerably, where there may be only one or two at a small network, but potentially hundreds at a large ISP. In aggregate, there may be a million or more individuals involved with routing on the global Internet.

**Internet Routing and the Border Gateway Protocol (BGP)**

Networks often interconnect at a multitude of locations. The primary job of the routing system is to learn all available paths through the network(s) to reach a particular destination, and when faced with a multitude of paths for a given route, to use what local administrators deem as the best route at any given instant. In the routing system, these destinations are codified as blocks of IP addresses, commonly referred to as prefixes (much like the telephone numbering system), and metadata is added to the prefix identifying the network(s) the information traversed within the routing system to reach the local router. This prefix and associated metadata constitute what’s referred to as destination network layer reachability information, or a “route.” Routes can be for either IPv4 or IPv6 destinations, and there are ~903,000 IPv4 prefixes in the current routing system, and ~142,000 IPv6 prefixes.

Time and again, the Internet routing system has proven to be highly effective and robust in the face of localized and regional failures, finding alternative available routes to a destination if the current preferred route becomes unavailable. The global routing system has dealt with immense scaling challenges across multiple dimensions (e.g., the number of ASes, the number of discrete interconnections, the growth of routes, the number of available paths to reach a given destination, and the amount of instability or “churn” in the system).

The Border Gateway Protocol (BGP), standardized by the IETF, is the de-facto inter-domain routing protocol on the Internet. Conceptually, border routers within each AS establish BGP peering sessions internally, as well as across each point of interconnection with border routers in other ASes, and the routers are referred to as BGP neighbors, as illustrated in Figure 2. In accordance with local routing policies, each router advertises destination reachability information to each of their BGP neighbors, effectively self-asserting that they provide reachability to the collections of IP addresses within the IP address block(s) represented by the route(s). It is these routing policies that therefore decide where and how Internet traffic flows, which not only factors into account performance characteristics, such as availability and latency, but also potentially the security of resulting data that will be transmitted, as well as the financial cost of exchanging data in certain locations. Understanding how routing works is therefore a major factor in understanding both Internet security and Internet economics.

Today, the routing system largely relies on a decentralized and implicit trust model of network self-assertions that effectively creates a transitive “web of trust.” There is no central authority dictating which networks are authorized to assert reachability for an Internet destination.
Today, the routing system largely relies on a decentralized and implicit trust model of network self-assertions that effectively creates a transitive “web of trust.” There is no central authority dictating which networks are authorized to assert reachability for an Internet destination. Each individual AS independently applies its own locally provisioned policies, choosing what action to take on each of the destinations for which it locally provides connectivity, as well as on all of the routes it received from other networks. For each route received from a peer, a router may choose to

1. only use the information locally for packet forwarding (e.g., in Figure 2 if ISP1 were to receive a route for a destination connected to End Site 4 (ES4) from ISP3, they might choose to only share it with end sites (customers) connected to them, and not with ISP2, or
2. use the information locally as the preferred route and propagate it (i.e., advertise destination reachability) to one or more of its peer networks, to include ISP2, which could result in ISP1 being in the datapath for the route if ISP2 has no other route, or
3. simply discard or suppress the route received from the peer and not share it with anyone.

When a preferred route to a destination learned via a given path (e.g., internally or via a BGP neighbor in another AS, as illustrated in Figure 2) becomes unavailable, and if an alternative path via another router exists, the alternative can immediately be used to reprogram the router’s packet forwarding logic and the router can continue to transmit traffic toward the destination. This may result in a less desirable path being used, e.g., in action 3 above where traffic may flow from ISP2 through ISP1 to get to ISP3 and ultimately, ES4 if the IXP were to become unavailable.

Despite being designed over three decades ago in a vastly different Internet, BGP has scaled so well because (a) it operates in a distributed manner, (b) it has no central point of control and therefore of failure, and (c) each network acts autonomously with regard to whom it interconnects with.
and what information it chooses to use and/or propagate. While an array of pricing, performance, and security characteristics are used to develop routing policies in each AS, ultimately BGP will use any available path to reach a destination, and often enough the choice of how to route between two ASes is dependent upon interpersonal factors between the individual network administrators themselves, and upon informal assessments of technical and even personal reliability—this behavior could be considered routing by rumor. In the idealized scenario where network operators only deal with noble actors, and none of the million(s) of network administrators are capable of mistakes, and there is no probability that bad actors would gain access to one or more of those networks, then this distributed system would function well and could be fully trusted. But pragmatically in today's world, where routing incidents continue to cause operational and security issues, operators know the idealized scenario is not the case. Much like the Domain Name System (DNS) and other early Internet infrastructure protocols in which ease of use, open end-to-end connectivity, system resilience, and scalability were primary objectives, security was an afterthought.

Routing Security Incidents

The two most prominent types of operational and security incidents that occur in the routing system today are “route hijacks” and “route leaks.” Route hijacks involve the accidental or malicious rerouting of internet traffic and are sometimes referred to as mis-origination, in which the originating AS contained within the BGP metadata associated with the route is usually not the legitimate origin. Route leaks typically involve the unintentional or malicious propagation of routing information beyond the intended scope of the originator, receiver, and/or one of the networks along the route's path, thereby resulting in potentially unintended or undesirable networks being inserted into the datapath used to reach a given destination. For example, imagine a scenario where ES6 in Figure 2 began announcing to ISP2 routes that it had learned from ISP1, and because routing policies commonly prefer customer-learned routes over peer-learned routes, traffic from ISP2 to ISP1 destinations begins flowing through ES6. As a result, there could be latency and packet loss issues, as well as potential man-in-the-middle (MitM) or denial of service attack conditions as a result. Often, route leaks will preserve the originating AS in the route's metadata, but that's not always the case. Interestingly, if the origin is preserved during a route leak, then many of the origin validation controls that may be in place are implicitly circumvented. Both route hijacks (e.g., how Pakistan Telecom effectively globally exported their state censorship on YouTube services) and route leaks can result in partial or full rerouting of traffic for the impacted destinations. This can potentially result in changes to the packet forwarding path and have an array of security implications. These include enabling denial of service conditions, when traffic is selective or discarded wholesale either intentionally or because of insufficient resources to forward it on to the intended destination. It can also facilitate man in the middle (MitM) and Man-on-the-Side, and other “on-path” attacks, which can allow an attacker the opportunity with which to influence the confidentiality, availability, and even integrity of the data stream, depending on the attacker's sophistication and the type of encryption used. Not all the incidents are intentional. However, discerning intent is extremely difficult given that the complexity of routing policy configuration, deployment, and implementation vary considerably.
Some routing incidents may also simply be a misconfiguration that results in added latency, and/or potential network congestion, in reaching the destination without attack exposure. Leaks occur very frequently in the routing system and it’s often difficult to ascertain if the cause is due to a mistake or malice, but regardless, the immediate effect is usually the same. Therefore, individual presumptions on the reliability of an operator and subjective assessments if an incident is accidental or intentional are not only a regular feature, but a key aspect of routing security.

Solving the problem of BGP insecurity to prevent future route hijacks and even route leaks requires considerable coordination in the Internet community, a concept that fundamentally goes against the distributed action and autonomous operations design tenets of BGP. Once an ISP or end site receives an internet address block and an AS number allocation from its Regional Internet Registry (RIR), typically, it would need to register specific information to include the local “origin AS” / IP address block (prefix) associations in one or more Internet Routing Registries (IRRs) so that their ISPs and potentially other networks can generate routing policies and “filters” in accordance with local policies. Furthermore, each network may be required by its ISP to publish routing policies regarding what upstream networks (ASes) are authorized to provide “transit services (e.g., an ISP providing an enterprise global connectivity) for the network’s destinations (i.e., authorized upstream peers). Requirements for publication of this information in one or more IRRs is voluntary and is solely up to each individual AS, some of which may proxy register routes in IRRs for their customers, utilize alternative internal customer configuration and routing policy databases, or perhaps not require any route registration at all. A key characteristic of the BGP system is that any AS can potentially announce reachability for any IP addresses to the entire world, meaning that any single AS can potentially have a detrimental effect on the global reachability of any Internet destination.

For instance, if the routing information is published in an IRR, other non-adjacent network operators may also use that information to provision routing policies in their routers. The complexity of computing IRR-derived filters for each feasible path to reach a given destination can be considerable for large network operators, especially as new networks and network interconnections are added and as one moves closer to the largest “tier-1” networks at the core of the Internet, where even the largest routers today can’t load policy information for all the feasible paths reachable via each of its BGP neighbors. Routing policies may specify whether to accept one or more specific routes from one or more peers and/or customers, and, with a specific origin AS, from a particular peer that has been authorized to announce the route.

RFC 7682 outlines some of the historical and existing challenges with the IRR model. The most significant of these challenges is that there are a multitude of IRRs in operation, some operated by ISPs, some operated by research and academic institutions, some by RIRs, and some by for-profit entities. With a few exceptions (e.g., RIPE IRR), there is little to no strict tethering of who holds what number resources with who is authorized to publish routing information for those number resources in any given IRR. As a result, bad actors, misconfigurations, automated proxy registrations by ISPs, or other errors have resulted in a large amount of information being published in IRRs that may not be reliable for provisioning of inter-domain routing policies and may even cause unintended scaling or security issues. Furthermore, the data stored and provided by IRRs is not cryptographically verifiable by relying parties, and stale information is rarely purged from the IRR system. Despite these shortcomings, most inter-domain routing policies today are still provisioned based on the IRR system.
The Resource Public Key Infrastructure (RPKI)

Fortunately, there is a solution already available and gaining considerable deployment traction. A new system, primarily supported by the five RIRs, is referred to as Resource PKI (RPKI) and provides a cryptographic number resource certification infrastructure. The RPKI enables Internet number allocation authorities and resource holders (e.g., ISPs and end sites) to specify "Route Origin Authorizations (ROAs)" that are cryptographically verifiable and can be used by relying parties (i.e., network operators) for ingesting route origin verification data. That data can be used to automate ingestion of data and configuration of origin validation routing policies directly into routers, automating much of what were historically cumbersome workloads that were prone to operational issues and configuration "drift," and complex for even the most sophisticated routers to process. This nascent RPKI system was developed in the IETF and is standards-based. The RPKI appears to be gaining traction and will certainly address many of the issues that led to decay of various sorts with the current IRR system. Furthermore, it could also be used to bootstrap or otherwise inform and revitalize the IRRs, allowing network operators to identify what information in an IRR was derived from the RPKI and which can therefore be cryptographically validated and associated with routing policies.

RPKI brings a new set of challenges of its own. Foremost, RPKI creates new external and third-party dependencies that, as adoption continues, ultimately challenge the autonomous operations of the routing system and, if too tightly coupled to the routing system, may impact the robustness and resilience of the Internet itself. RPKI relies on the DNS, and the DNS depends on the routing system. Therefore, particular attention needs to be paid to these interdependencies. Specifically, with RPKI, network operators need to be careful not to introduce tightly coupled circular dependences where the routing system in turn relies on the RPKI, especially at times of startup and instability, otherwise recovering from instability and outages could result in race conditions (i.e., where a system tries to perform multiple functions in parallel that need to be done in sequence) or other bootstrapping issues. This threat can be avoided by ensuring proper operational buffers are in place to absorb failures to various components of the system. A great deal of research has been done considering systemic dependencies and their implications on communications resilience (e.g., the NSTAC Report to the President on Communications Resiliency), and the RPKI system itself would certainly fall into this category of "public core of the Internet" and should be factored into account accordingly.

Perhaps the most significant challenge to RPKI is how the activities of the RIRs can potentially have direct operational implications on the routing system. Unlike the DNS, the global RPKI as deployed does not cleanly model the number resource allocation hierarchy and does not have a single root. Instead, it has multiple trust anchors, operated by each of the RIRs. Currently, the RIRs "over-claim" number resources to ease complexity of number resource transfers between RIRs. This effectively puts the onus on the relying parties (i.e., network operators) to resolve conflicts should they occur, whereas those relying parties have little to no capability to resolve such conflicts (i.e., how could they know which of two remote ASes that received number resources from different RIRs is the authorized entity to originate a given route?). It also means that a compromise of any RIR's RPKI infrastructure could potentially impact the entire system—regardless of from where a number resource was assigned. While one potential mitigating control is for RIRs to greatly increase the security and stability of their RPKI infrastructure, they'll still be prone to attacks and operational errors alike. If the RIRs were to refrain from overclaiming number resources (and address.
the transfer issues via other means), then operators would need to worry primarily about their RIR as far as routing of the prefixes they originate goes. Each Operator would need to interface with all of the RPKI infrastructure when they develop and generate their own routing policies. Even then, a fully operational RPKI that’s used to develop routing policy by network operators more broadly will require the RIRs to develop and maintain levels of security and 24x7 operations for which they’ve traditionally not been funded or required to provide, a growing pain their members are surely going to need to fund in the coming years.

While a cryptographically verifiable number resource allocation repository is a necessity for securing the routing system, just how loosely or tightly coupled that system is to the current Internet routing system will ultimately determine the fragility of the system, and the ability for entities of that system to preserve necessary autonomy in operations. Furthermore, by the very nature of bolting a hierarchical system on to a loosely distributed routing system, the RPKI itself potentially introduces new control points (e.g., the RIRs themselves) and security vulnerabilities. These include so-called “grandparenting” attacks (where someone in the allocation hierarchy takes an action undesirable to the resource holder) and other attacks that may not necessarily exist in the inherently insecure and loosely coupled legacy IRR model, where routing by rumor is the norm. The ideal state is to find a balance between the vital new structure of the RPKI, as well as the inherently ad hoc but tried-and-tested system of routing by rumor.

The collection of systems that makeup the RPKI is very nascent. The scale, stability, and security of the RIR infrastructure that constitute much of the RPKI will play a much more critical role in the operations and security of the routing system in the future than RIR systems have historically played. Traditionally, RIRs allocate Internet number resources (address space and AS numbers) to ISPs or end sites and make available information associated with those allocations via WHOIS or other means. Beyond perhaps operating various components of DNS infrastructure and an IRR themselves, RIRs had no direct operational tie-in to how the number resources are utilized in the routing system. An RPKI-enabled routing system requires constant maintenance, high performance, robust security, and high availability. This is a significant departure from the traditional operational expectations of RIRs. The increased operational importance of RIRs means that they, too, should be considered part of the public core of the Internet.

Given the risks associated with this new role, the RIRs are still evolving their own organizational thinking, from both legal and technical perspectives, and are prudently reminding relying parties to be cautious when coupling the RPKI to their network routing policies without sufficient operational buffers.

With the growing reliance on the Internet for mission-critical functions, and continuing concern about insecurities of the routing system, the promise of RPKI to ameliorate some of the vulnerabilities is being well received, as evidenced by its rate of adoption. RPKI has seen significant growth in adoption over the last three years, from ~10% of registered Prefix-Origin pairs having RPKI validation data at the end of 2018, to ~31% valid Prefix-Origin pairs in October 2021. RPKI adoption percentages are not uniform at each RIR, yet by any measure, they’ve been impressive.

Beyond the RIRs, a significant number of Tier-1 telecom providers (e.g., GTT, NTT, and Telia) and large network operators have fully implemented RPKI-based origin validation. According to “Is BGP Safe Yet?” (which conjectures that RPKI makes it safe), 102 known operators worldwide have completed the full implementation of RPKI. An additional 24 operators have partial RPKI deployment, and another 240 operators have only just begun the process of RPKI deployment. While that
still leaves another ~72,000 networks to act, it is a significant deployment rate in such a relatively short timeframe, especially when compared to historic IPv6 and DNSSEC deployment rates.

The original objective of RPKI-based origin validation was to prevent perhaps the most significant class of notable routing security incidents, those that involve re-origination of routes the local AS is not authorized to announce. Re-origination incidents are commonly the result of router policy mis-configuration or buggy software. The Pakistan / YouTube Incident, in which Pakistan announced YouTube address space globally while attempting to censor it locally within Pakistan, had the effect of taking all of YouTube offline globally. Another similar incident, commonly referred to as the infamous AS7007 incident, occurred when a BGP router operated by AS7007 accidently announced the Internet that it was the proper destination AS for a large portion of Internet address space. In these types of incidents, mis-origination was easily identifiable. The impact with these and similar incidents is commonly compounded when the routing announcements are “more specific” than the legitimate announcements, as IP routing protocols normally always prefer the most specific route over less specific routes.

Without RPKI, a sophisticated attacker can likely circumvent AS origin validation alone quite easily, and it commonly happens even by default with many forms of route leaks, although when it does, it makes intent of the misbehaving network easier to identify. Origin validation, be it based on RPKI or IRR routing policy information, will certainly prevent an entire class of BGP security incidents that occur commonly today.

One final note with RPKI-based origin validation and its IRR-based counterparts, however, is that the manipulation of a BGP AS path, including the origin, is still possible, and until cryptographic security protocols that link RPKI to routing protocol integrity protections can be deployed at scale, this problem will persist. There has been a large amount of additional work to address BGP path validation beyond just the origin via protocols such as BGPsec, where RPKI-derived cryptographic signatures are attached to information within the routing system and BGP itself to provide integrity protections. However, it remains to be seen if this work is worth the complexity and fragility it introduces, especially as it is still vulnerable to route leaks and other similar forms of attack that need to be addressed via peering and operational best practices, as discussed in the next section.

While attacks leveraging the routing system can be targeted and intentionally scoped, most attacks in the routing system are noisy, globally propagated, and fairly trivial to detect. Of course, as discussed previously, discerning whether a given routing security incident was the result of malice or error is complex for external observers. While the immediate effect is often the same, it is common that little to no authoritative information on the root cause for a given incident ever emerges. Fortunately, network operators can take decisive action to filter and “reverse” bad routing information once identified, and the offending network(s) are commonly identified in operational and security forums, but there is often little to no recourse. This noise factor associated with routing system attacks is likely an attribute from where much restraint for launching such attacks stems, for state and non-state actors alike. Yet they still seem to have occurred and likely will continue to occur, and even if only temporary, it’s important to recognize that the attacker’s objective may have been achieved. As with most security, this is where layered defenses and best practices come into play, as discussed in the following section.

Beyond the supporting infrastructure mechanisms (e.g., RPKI and IRRs) noted above, there is an Internet Society initiative that focuses on Mutually Agreed Norms for Routing Security (MANRS), which aims to help reduce the most common routing system vulnerabilities. The objective of
MANRS is to improve the security and reliability of the global Internet routing system, based on collaboration among participants and shared responsibility for Internet infrastructure, setting a new norm for routing security and network operators. The specific categories of participants in MANRS include network operators and Internet exchange points, as well as content delivery networks and cloud providers. The MANRS program aims to raise awareness and create a culture of collective responsibility toward the security and resilience of the global routing system. It does this by providing a framework for network operators to better understand and address issues relating to the security and resilience of the routing system, to include best practices to prevent propagation of incorrect routing information, preventing traffic with spoofed source IP addresses, facilitating communication among operations, facilitating publication and validation of routing information on a global scale, and providing monitoring and debugging tools to participants. The MANRS initiative is continuing to gain traction and is certainly helping to make the routing system more secure.

Conclusion

While there are a broad array of other considerations related to attacks against the routing system, increased tooling and infrastructure to address the threat posed by route leaks and route hijacks will surely go a long way toward better securing the routing system. A stable and secure cryptographic number resource certification infrastructure is an absolute necessity to inform routing policies used to secure the routing system. However, the Internet community must be cautious to understand the implications of introducing potential new control points and systemic dependencies—and how they may impact the resilience, flexibility, and autonomy in operations for each participating network—that have made the current routing system so robust and successful.

Routing by rumor has served us well, and a decade ago it may have been ideal because it avoids systemic dependencies—but it is certainly past its prime in today’s cyber environment. The accumulated improvements discussed here and elsewhere are changing rumors into knowledge and will ideally provide the foundation for a more secure Internet routing system in the future.

Currently, some of the discussion around the application of the public core definition within routing has focused on the importance of addressing routing hijacks, such as those discussed above. These remain difficult to address if intentional and launched by a sophisticated adversary in cooperation with one or more network operators. However, one category of routing incidents has been a key focus thus far, and for this RPKI will help significantly. However, this solution also increases the operational importance of previously less relevant organizations (i.e., the RIRs) and the infrastructure they operate. This change and its ramifications must be fully understood and considered by all stakeholders (to include the memberships of the RIRs), given the full set of new obligations and resource allocation requirements that has been placed upon them. Together, however, such improvements represent a welcome maturation of the routing system away from just “routing by rumor” to “routing by fact.”
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Capacity building is a foundational pillar in both building better technical cybersecurity for countries around the globe and achieving a more inclusive and coherent international set of international cyber policies. In addition, achieving better cybersecurity and combatting threats is a key enabler to achieving all the positive economic and social goals of our increasingly digitized world. In recognition of the important role it plays in achieving long-term cyberstability, the Global Commission on the Stability of Cyberspace ("GCSC") stated that cyber capacity building "is a prerequisite to adopting and implementing norms, ensuring accountability, taking other stability measures, and respecting human rights" and included a recommendation in its report that "[s]tate and non-state actors, including international institutions, should increase efforts to train staff, build capacity and capabilities, promote a shared understanding of the importance of the stability of cyberspace, and take into account the needs of disparate parties."

However, despite the growing need, cyber capacity building remains underprioritized and underfunded—particularly when compared to other areas of traditional development, such as physical infrastructure, water, and health that are, themselves, increasingly dependent on digital systems and vulnerable to cyberattack. It is also given short shrift in development programs geared toward increasing connectivity or helping countries achieve a "digital transformation," even though those laudable goals could be undermined if digital networks are insecure. Moreover, though a growing number of countries and other stakeholders have engaged in cybersecurity capacity-building projects in recent years, those efforts have sometimes been uncoordinated with others—both ex-
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acerbating challenges posed by a relative lack of resources and limiting critical knowledge sharing among implementers, funders, and recipients that makes capacity-building efforts more effective. Fortunately, there has been a greater emphasis on cyber capacity building in high-profile recent United Nations processes devoted to cyber stability and ongoing significant global multi-stakeholder efforts to bolster and coordinate cyber capacity building. However, more focus, resources, and attention need to be paid to this vital area.

This paper discusses recent developments in capacity building in two United Nations processes: the Open-Ended Working Group on developments in the field of information and telecommunications in the context of international security (“OEWG”), and The UN Group of Governmental Experts on Advancing Responsible State Behaviour in Cyberspace in the Context of International Security (“GGE”). It then highlights the work of the Global Forum on Cyber Expertise (“GFCE”)—a multistakeholder organization dedicated to promoting cyber capacity building prioritization, knowledge sharing, and better coordination among donors, implementers and recipients—that is ideally positioned to take forward many of the UN reports’ recommendations.

It then explores a number of challenges to effective cyber capacity building, including the failure of many states to recognize cybersecurity as a core national and economic security priority, the lack of integration between the cybersecurity capacity building and traditional development communities, and the need for greater participation in and political awareness of the GFCE as a global coordinating community. Finally, a number of recommendations are made to address these challenges and strengthen cyber capacity building in the future.

The need for governments, the private sector, and other entities to prioritize cybersecurity has been amply illustrated over the last year by frequent and significant malicious cyber incidents that have ranged from nation state-sponsored intelligence gathering campaigns to criminally sponsored ransomware attacks that have targeted health care providers and impacted critical infrastructure and vital services to the public, such as food supplies and fuel. The case for better cybersecurity has been further strengthened by the pandemic, which has highlighted the increasing dependence of both developed and developing countries on information and communication technologies, and the vulnerability of those systems to interference by malicious actors. During the same period, the need for policy and diplomatic expertise on cyber issues become ever more apparent as these issues continue to be debated at a high level in the United Nations, regional bodies, and bi-laterally between countries. Yet, despite the increased attention being paid to cybersecurity and cyber policy issues, many countries lack the technical, institutional and policy capability to respond to malicious cyber events, including the capability to cooperate internationally, and many lack the ability or expertise to fully participate in the many international debates that are shaping the future of cyberspace.

A country’s ability to realize the economic and social benefits that information and communication technologies bring is dependent on its ability to deal with a rising tide of threats to those systems. Further, it is almost axiomatic that the cybersecurity of any country in the world is dependent on the security of others, given that malicious actors will take advantage of any “weakest link” to route their attacks and intrusions. Accordingly, both domestic and global security and prosperity suffer when countries are not equipped to handle cyber threats. It is equally true that participation and understanding by as many countries as possible will help implement international law, norms of
appropriate state behavior, and confidence-building measures and lead to a greater and more sustainable framework for cyber stability.

A substantial answer to both preparing countries to deal with cyber threats and ensuring they can more fully participate in policy implementation is cyber capacity building. Cyber capacity building, or more particularly, cybersecurity capacity building, is a broad term describing structured assistance programs around cybersecurity for developing countries. It encompasses technical training, structural or institution building, and other policy-oriented programs. Technical training includes programs directed at training law enforcement officers how to investigate cybercrime and training technical first responders. Structural and institutional capacity building includes helping countries develop national-level Computer Security Incident Response Teams (“CSIRTs”) and develop national-level coordination mechanisms. Policy capacity building includes helping countries to develop national cybersecurity strategies, to develop cybercrime and other legislation, to train diplomats on cyber issues and to work with diplomats and other senior policy makers to help implement the voluntary norms of behavior and cyber confidence-building measures (“CBMs”) agreed to in the UN or other international forums. These different forms of capacity building often overlap but all are important for a country to achieve greater cyber capabilities, maturity, and the ability to meaningfully cooperate with international partners. Not surprisingly, the pressing need for greater cyber capacity building received increased and welcome attention in two key UN processes over the last couple of years: the OEWG and the GGE.

During the organizational and negotiating sessions of the recently concluded OEWG, involving all 193 UN member states, numerous countries raised the need for cyber capacity building. Although the OEWG dealt with a wide range of sometimes esoteric cyber stability issues—including norms of acceptable state behavior, CBMs, the application of international law and existing and potential threats—many less developed countries made the case that they urgently needed concrete technical and policy assistance. In response to this, several lengthy formal OEWG sessions were devoted to capacity building. Capacity building was also highlighted as a topic in the informal multistakeholder OEWG session.

A significant portion of the OEWG final consensus report was devoted to capacity building. The OEWG found that capacity building is inextricably linked to cyber stability, stating that capacity building “is of particular relevance to developing States, in order to facilitate their genuine participation in discussions on ICTs in the context of international security and their ability to address vulnerabilities in their critical infrastructure. It plays an important enabling function for promoting adherence to international law and the implementation of norms of responsible State behaviour, as well as supporting the implementation of CBMs.”

The OEWG also agreed to a set of “capacity building principles” by which to guide global efforts. These principles focused on three broad areas: Process and Purpose, Partnership, and People. Among other things, the principles state that capacity building should be sustainable, results oriented, evidence based, politically neutral, transparent, and with a shared objective of “an open, secure, stable, accessible and peaceful ICT environment.” They also urge that capacity building “should be based on mutual trust, demand-driven, correspond to nationally identified needs and priorities, and be undertaken in full recognition of national ownership” and that it “should respect human rights and fundamental freedoms, be gender sensitive and inclusive, universal and non-discriminatory.”

Among other things, the OEWG report notes several types of concrete capacity building activities, including: the development of national cybersecurity strategies, building CSIRTs, and establishing
platforms for best practices and information sharing. And, the OEWG report notes the importance of policy capacity building—including diplomatic capacity—in addition to technical and structural efforts: "[i]n addition to technical skills, institution-building and cooperative mechanisms, States concluded that there is a pressing need for building expertise across a range of diplomatic, legal, policy, legislative and regulatory areas. In this context, the importance of developing diplomatic capacities to engage in international and intergovernmental processes was highlighted."

Helpfully, in its recommendations, the OEWG report recognizes that current resources are limited for capacity building and encourages "states and other actors ... to offer financial, in kind, or technical assistance" if they are in a position to do so. It also recommends that "promotion of coordination and resourcing of capacity-building efforts, including between relevant organizations and the United Nations, should be further facilitated." And, the OEWG recommends that "States continue to consider capacity-building at the multilateral level, including exchange of views, information and good practice." Unfortunately, it only makes a somewhat muted reference to the role of non-governmental stakeholders, stating that "the valuable contributions of other relevant stakeholders to capacity building activities" were recognized.

The UN GGE, comprised of a selection of twenty-five countries, that largely ran parallel to the OEWG and issued its report following the OEWG report, also devoted substantial attention to capacity building. Like the OEWG, the GGE consensus report noted the foundational role of capacity building, stating that it "underscores the importance of cooperation and assistance in the area of ICT security and capacity-building and their importance to all elements of the Group's mandate." The report also ties capacity building to a state's ability to both detect and respond to threats and, importantly, "ensures that all States have the capacity to act responsibly in their use of ICTs." The GGE report further notes certain areas of capacity building that are central to the voluntary norms that it discusses and further articulates earlier in the document, including protection of critical infrastructure (norm 13(g)), and having the ability to request and respond to calls for assistance when malicious ICT activity affects or emanates from their territory (norm 13(h)). The GGE report further recommended that capacity building be further strengthened in a number of areas, including technical, structural, and policy assistance. These areas include those called out in the OEWG report and which improve the security of critical infrastructure; building the technical, legal, and policy capabilities to detect, investigate and resolve ICT incidents; deepening understanding of how international law applies to cyberspace; and implementing agreed-upon voluntary norms of responsible behavior.

The GGE report gives a more full-throated endorsement of multistakeholder involvement in capacity building than does the OEWG report, stating that "[i]ncreased cooperation alongside more effective assistance and capacity-building in the area of ICT security involving other stakeholders such as the private sector, academia, civil society and the technical community can help States apply the framework for the responsible behaviour of States in their use of ICTs." The report also notes that such efforts are "critical to bridging existing divides within and between States on policy, legal and technical issues relevant to ICT security." In addition, the report recommends that "States should consider approaching cooperation in ICT security and capacity-building in a manner that is multi-disciplinary, multi-stakeholder, modular and measurable." The report also recognizes that this effort will require broad collaboration and coordination, including "working with the United Nations and other global, regional and sub-regional bodies and alongside other relevant stakeholders to facilitate the effective coordination and implementation of capacity-building programmes, and by encouraging transparency and information sharing on their effectiveness."

Like the OEWG report, the GGE report recognizes the need for greater capacity-building resources, stating that "[i]n order to bridge digital divides and ensure all States benefit from these and oth
er areas of assistance and capacity-building, States are encouraged to commit, where possible, financial resources as well as technical and policy expertise, and to support countries requesting assistance in their efforts to enhance ICT security. However, though the report states that capacity building "may contribute to meeting other objectives of the international community, such as SDGs (Sustainable Development Goals)," it stops short of stating that cyber capacity building can be instrumental in achieving the SDGs, as some had urged in the OEWG.

While the increased attention to capacity building in both the OEWG and GGE reports is welcome, as are the exhortations in both reports for countries and other stakeholders to work together and better resource this endeavor, it remains to be seen what actual impact these reports will have in practical terms. Given the interest level especially among developing countries, it is likely that capacity building will again be a topic on the agenda of the new five-year OEWG that is just beginning its work. However, it is unclear what further progress can be made in that long-term government-focused forum when capacity building is an urgent current priority involving many stakeholders. There is also the proposal for a Program of Action by a number of states that contemplates greater nonstate stakeholder involvement and expressly mentions capacity building as one goal. However, the fate, direction, and timing of that proposal remains unclear. Nevertheless, regardless of further UN institutional activity, the strong language of the two UN reports creates an opportunity to promote practical cyber capacity building as a priority issue and to strengthen and gain greater recognition for existing capacity-building efforts. Indeed, an existing multistakeholder cyber capacity-building coordination platform, The Global Forum on Cyber Expertise, can play a key role in continuing to implement many of the precepts from the UN reports.

The GFCE is a multistakeholder organization of over one hundred and forty-five members and partners, including over sixty governments, numerous private sector, civil society, and academic institutions and a number of regional and international organizations. It was established in 2011 in recognition of the need to promote cyber capacity building and to avoid unnecessary duplication of and conflict between capacity-building programs. Its mission is to "strengthen cyber capacity and expertise globally through international collaboration and cooperation." It accomplishes this by "connecting needs, resources, and expertise and by making practical knowledge available to the global community." In order to avoid duplication and to make sure that gaps are adequately addressed, the GFCE coordinates regional and global cyber capacity projects, shares knowledge and expertise, and matches individual needs to offers of support from the GFCE community. It provides these services through a global capacity-building portal, the Cybil Portal, populated by publications, tools, best practices, and other material; a recently launched global capacity building research agenda that seeks to identify and fill gaps in capacity building knowledge; and a clearing house mechanism that connects countries needing help in a particular area with a tailored suite of funders and implementers who can fill that need.

The strong language of the two UN reports creates an opportunity to promote practical cyber capacity building as a priority issue and to strengthen and gain greater recognition for existing capacity-building efforts.
addition, the GFCE is a platform for high-level discussion, organizing biannual meetings to assess progress and hold policy discussions on ways and means of responding to emerging challenges in the cyber capacity-building domain. The GFCE is intended to be global but also work with regional efforts, convening a number of regional meetings in the last year. In addition, it works with regional organizations including the Organization of American States and recently launched a major initiative with the African Union. It is not intended to replace the capacity building efforts and programs of its many members and partners, but, instead, is intended to strengthen and highlight them and make sure others can benefit from lessons learned.

The substantive areas of focus for the GFCE easily map to the areas of focus called out by the OEWG and GGE. Moreover, several participants in the OEWG expressed a desire for greater coordination of capacity building efforts and expressed some confusion of where they could go if they needed capacity building assistance. The GFCE was established to provide that greater coordination and can provide an entry point for a country in need to a community that is focuses on these issues. Given the current dire need for cyber capacity building, it makes sense, as the GCSC recommended, to leverage existing organizations, such as the GFCE, to help meet that demand.

While the GFCE brings greater coordination and focus to cyber capacity building and the OEWG and GGE reports bring greater attention, a number of significant challenges remain. Despite the growing number of cyber capacity-building projects, the field is still chronically under-resourced and under prioritized. In part, this is due to cybersecurity as a field still struggling to be integrated as a true national and economic security issue for countries. Fortunately, this is finally changing as a number of countries are now recognizing the importance of cybersecurity, both because of the increased reliance on digital technologies during the pandemic and the increase of disruptive ransomware and other malicious cyber incidents. Nevertheless, more progress needs to be made in elevating both cybersecurity and cybersecurity capacity building as core priority issues, particularly at senior government policy levels.

In part, the relative lack of attention and resources for cybersecurity capacity building is attributable to its lack of integration with larger development programs or digital strategies. For example, the UN Sustainable Development Goals have attracted both political attention and substantial resources. While cybersecurity is a key enabler of many of those goals, there is no formal clear acknowledgement of that relationship. Similarly, many countries’ traditional development programs treat cyber as a law enforcement or military issue that is outside their normal mandate. While this is changing—the US, UK, and EU traditional development agencies, among others, are moving into cyber capacity-building projects—the general approach of the traditional development community should be expanded.

Though the GFCE has been successful as a coordination platform and its membership has grown significantly in its six-year existence, many countries and other entities are not yet members or partners and many potential partners are unaware of the coordination and information sharing services it offers. This limits its effectiveness as a much-needed coordination platform and exacerbates resource shortfalls. Even among existing GFCE members, information sharing on programs and experience could be better. Moreover, the GFCE has built a cyber capacity community at the expert level but would benefit from a more sustained connection to high-level policy makers. The
GFCE was launched at the Global Conference on Cyber Space (a.k.a., “The London Process”) in the Hague in 2015. The GCCS brought together ministers, CEOs, and other high-level stakeholders and provided a good platform from which to link expert-level work to senior political priorities. Unfortunately, the GCCS has been moribund since 2017 and there is no high-level multistakeholder forum devoted to cyber capacity building. Finally, the GFCE Secretariat structure is relatively small given the breadth and likely growth of its mission.

Although not exhaustive, the following recommendations are proposed to strengthen cyber capacity building and the cyber capacity-building coordination ecosystem:

**Promote Cyber Capacity Building as a Global Priority**

**Keep cyber capacity building as a key agenda item in new UN processes and in other international venues.** Given the foundational nature of cyber capacity building and its importance, particularly to the developing world, it should remain a key topic in the new cyber Open-Ended Working Group and the Program of Action. It should also be an area of focus in multistakeholder processes such as the Paris Call.

**Convene a high-level, multistakeholder cyber capacity building focused summit.** With the apparent demise of the Global Conference on Cyberspace, there is no high-level, multistakeholder forum devoted to cybersecurity issues, and no such forum devoted to cyber capacity building. A forum that attracts high-level government officials, including foreign ministers, senior private sector representatives, and other senior civil society and academic participants not only would lead to a higher profile of the issue as a mainstream priority, but also help attract greater resource commitments and, potentially, validate a global cyber capacity building agenda. Moreover, a meeting that brings the cyber community and the traditional development community together could break down existing silos and substantially enhance cyber capacity building resources and effectiveness. The GFCE together with a number of partners, including the World Bank, the World Economic Forum, and the Cyber Peace Institute, is currently planning to hold such a meeting in 2022 in Washington, DC.

**Increase Resources and Link Cyber Capacity Building to Development**

**Clearly state that cyber capacity building is foundational to the UN Sustainable Development Goals.** Although the UN GGE Report referenced the UN SDGs, it stopped short of stating that cyber capacity building will be a key enabler of achieving those goals. Part of the reticence to make such a statement was that the GGE was a process under the First Committee and that the SDGs were not part of the jurisdictional mandate of that group. Bringing the traditional development community and cyber capacity building community together will benefit both groups, so interaction and a higher-level statement to this effect—perhaps at the Secretary General level—will help these two communities work together.

**Use existing efforts of traditional development agencies in cyber capacity building as a model for other potential funders.** As USAID, the UK’s DFID, and the World Bank, among others, step up cyber capacity-building programs, these efforts should be used to persuade the rest of the traditional development community to fund and engage in these programs. For example, USAID recently published a “Cybersecurity Primer: How to Build Cybersecurity into USAID Programming” that details how cybersecurity is important to its development portfolio and how to em...
bed cybersecurity into its programming cycle. The Primer is meant for both USAID staff and as “a resource on cybersecurity for the broader development community and spotlights how USAID’s approach to cybersecurity in development is evolving.”

**Expand the definition of what qualifies as development assistance to include cyber capacity building.** Much of the traditional development community looks to the Organization for Economic Cooperation and Development’s Development Assistance Committee (OECD DAC) for guidance on traditional development projects. However, its criteria for Official Development Assistance (ODA) projects excludes the promotion of donors’ security interests, which may be read by some to exclude or at least limit projects geared to cybersecurity capacity building. This could be remedied if the OECD DAC would make clear that the ODA includes cybersecurity projects, or amend it to make that clear, and aid in their creation and promotion.

**Translate the UN OEWG and GGE statements that countries should further support and resource cyber capacity building into action.** Many states are currently investing in cyber capacity building on a project basis, and those efforts can be built upon and used to catalyze other donors and implementers. For example, the U.S., U.K., Estonia, and the Netherlands, among others, all have significant individual capacity building efforts that range from technical training to CSIRT building to the application of international law to cyberspace. If several active states collectively announce significant capacity-building projects and funding, and work with other countries to do the same, the pool of resources will be increased as will the profile of those efforts. Several countries have already taken the step of working with the World Bank to fund a cybersecurity development fund, but that initiative could also be expanded and given more visibility. Further, despite cyber capacity building being a true multistakeholder endeavor, only a few private sector entities and philanthropic foundations fund capacity-building efforts. Getting more private sector entities around the globe—both tech and non-tech entities, such as those involved in financial services—into the capacity-building field is important but requires a stronger narrative of why it is in their interest. Similarly, a concerted campaign is needed to broaden support from the philanthropic community.

**Foster and Strengthen Mechanisms for Better Coordination**

**Expand and resource the GFCE.** The GFCE is a relatively mature, multistakeholder community that is ideally positioned to coordinate and help implement the capacity-building recommendations from the OEWG and GGE. For it to meet this expectation and deal with the increased demand for cyber capacity building, it will need greater institutional support and resources. Moreover, the GFCE must continue to grow and add more countries, intergovernmental organizations, private sector, civil society, and academic organizations to its already impressive list of members and partners. Finally, though many in the cyber capacity-building field are aware of the GFCE, it needs to achieve a higher profile so that countries are aware of the resources and services it offers, and those involved in capacity building can use its platform to share their expertise. The planned upcoming high-level capacity building conference is designed, in part, to achieve that higher profile. By strengthening the GFCE as an existing mature platform rather than creating new coordination organizations, scarce resources are maximized and duplication and confusion averted.

**Encourage greater information sharing of cyber capacity building projects and activities.** Though many states and other parties share some information on their projects and activities, there is some reluctance by funders and implementers to share the details of their current efforts. A lack of sharing, for example on the Cybil Portal, deprives other players and regions from
benefiting from lessons learned, it hampers coordination, leads to potential duplication, and limits helpful input that the sharing party might otherwise receive. Of course, states and other stakeholders have some legitimate concerns about confidentiality and proprietary information, still, for the benefit of the entire cyber capacity building community, greater sharing and transparency should be encouraged and be the default.

**Leverage and connect regional capacity building efforts.** As important as global efforts are, much great capacity building work is done at the regional level in response to unique regional demands and expertise. The Organization for American States, ASEAN, the African Union, and the European Union all are engaged in strong regional efforts. The GFCE provides a forum for bringing these efforts together. It is developing a regional focus, partnering with all of the aforementioned regional bodies, and spearheading a regional effort in the Pacific Islands. Sharing lessons learned, programs, and expertise among these regional efforts will serve to strengthen all of them.

The focus on cyber capacity building in the recent UN OEWG and GGE reports, coupled with the recent global political focus on cybersecurity as a national and economic security imperative, creates a unique and possibly fleeting opportunity to substantially elevate cyber capacity building as a priority and enable a sustained international effort. The GFCE is well positioned to help take this forward, and can work with other institutions, countries, and stakeholders to make effective, coordinated cyber capacity building a reality. If we fail to seize this opportunity, including by failing to address the challenges described in this paper, we will not only fail to meet the needs and expectations of developing countries, but will put at risk all of world’s ability to combat growing cyber threats or to achieve long term cyberstability.

If we fail to seize this opportunity, including by failing to address the challenges described in this paper, we will not only fail to meet the needs and expectations of developing countries, but will put at risk all of world’s ability to combat growing cyber threats or to achieve long term cyberstability. That is a price that no country, business or responsible stakeholder can afford.
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The aim of this article is to assess how Internet shutdowns undermine cyberstability as defined by the Global Commission on the Stability of Cyberspace (GCSC). According to the GCSC framework, cyberstability means that everyone can be reasonably confident in their ability to use cyberspace safely and securely, where the availability and integrity of services and information provided in and through cyberspace are generally assured, where change is managed in relative peace, and where tensions are resolved in a non-escalatory manner. The assessment of how shutdowns undermine cyberstability is based on Internet shutdowns in three neighboring countries—the Democratic Republic of Congo (DR Congo), Tanzania, and Uganda—over the past five years, and is conducted according to the GCSC’s four cyberstability principles: a) Responsibility, b) Restraint, c) Requirement to act, and d) Respect for human rights. We review select cases of shutdowns in each country, describing their main characteristics (e.g., the services affected, duration of the shutdown, and the measured impact). The selection of countries was based on the
frequency of shutdowns in the East and Central Africa region and opportunities to build on existing literature, which has yet to assess the issue of shutdowns according to the concept of cyberstability. Our conclusion is that every cyberstability principle is impacted by Internet shutdowns and that States and telecommunications companies have obligations and responsibilities to end the practice of shutdowns. Civil society, the technical community, and academia also have a role to play in keeping States and telecommunications companies accountable for the negative impact caused by shutdowns.

Through this assessment, we illustrate how and where shutdowns harm cyberstability, expose the gaps required to further understand the relationship between shutdowns and cyberstability, and highlight existing relevant recommendations that would support countries’ regulatory frameworks to uphold, rather than undermine, cyberstability. Of particular note is the work the UN Human Rights Council has done to highlight the impact of Internet shutdowns on human rights. In 2021, the UN Special Rapporteur on Freedom of Association and Assembly issued a highly comprehensive report focused on Internet shutdowns, complete with recommendations for States, investors, telecommunications companies, and the UN institutions. We have reviewed these recommendations and, in line with the cyberstability framework, select the most relevant to the cyberstability framework.

We employ the following definition of Internet shutdowns, which are also referred to as network disruptions or “kill switches”: “an intentional disruption of Internet or electronic communications, rendering them inaccessible or effectively unusable, for a specific population or within a location, often to exert control over the flow of information.” This definition has been developed by experts and widely employed, including by the NGO Access Now’s “Keep It On” campaign. The definition covers the range of shutdowns explored in the country case studies, for instance, those affecting social media and Short Message Services (SMS) (Tanzania), a total outage of Internet services followed by partial restoration (Uganda), and blocking of social media and SMS (DR Congo). Notably, the definition does not cover other forms of information control, such as censorship or stringent content moderation. However, as is highlighted in the country case studies, shutdowns are often utilized to exert information control as part of broader authoritarian trends, which can include harassment of journalists, regulatory frameworks that stifle free expression, suppression of political opponents during an election, and other measures.

Beginning with the DR Congo, we first provide an overview of each country’s Internet landscape, including information about the shutdowns experienced in each country. We then assess how each cyberstability principle was affected by the shutdowns.

The DR Congo has an estimated population of over 70 million people, and among the lowest technology penetration rates in the region: 17% Internet penetration and 39.7% mobile phone penetration as of 2019. As in Uganda, the Internet disruption trend in DR Congo first began in 2011 when SMS were blocked for 25 days in December of that year. The second shutdown occurred in January 2015 when both SMS and Internet services were blocked as citizens protested against the proposed electoral bill; the disruption lasted four days. The third shutdown occurred on December 19, 2016 when social media was blocked a day after former president Joseph Kabila was expected to step down as Head of State. The fourth shutdown occurred in December 2018 during the Presidential election and resulted in the Internet and SMS being blocked for 20 days.

**Shutdows are often utilized to exert information control as part of broader authoritarian trends.**
As of 2019, the DR Congo had four mobile operators: Vodacom RDC, Airtel Congo, Orange RDC, and Africell RDC, with Vodacom as the leader in the voice segment with 35.2% of the market, followed by Orange at 30%, Airtel at 23.9%, and Africell at 10.9%. The DR Congo has experienced many Internet shutdowns over the years as noted above, and this ranges from complete country-wide shutdowns to targeted regional shutdowns of social media platforms. The laws that govern telecom companies in the DR Congo contain sections that specifically mandate that license holders may be ordered to shut off access to their networks due to concerns of national security and public order. For example, all three international telecom companies in the country—Vodacom (Vodafone controlled company), Millicom, and Bharti Airtel—all publicly acknowledged receipt of an order to suspend Internet service.

Internet shutdowns prevent access to information and impede freedom of expression, assembly, association, and opinion. It impedes rights to livelihood and work, education and health. For example, the Framework for Calculating the Economic Impact of Internet Disruptions in Sub-Saharan Africa report notes that the DR Congo loses at least 1,936,911 United States Dollars (USD) per day during an Internet disruption. Shutdowns impact the ability of journalists to receive information that is newsworthy but also curtail their ability to share essential information with society. This violates the rights to a free press and restricts both the right to access information as well as the right to freedom of expression.

Tanzania has an estimated population of 61 million and an Internet penetration rate of 49%. In October 2020, ahead of the general elections in Tanzania, the government ordered the blocking of widely used messaging and social media applications, including WhatsApp, Twitter, Instagram, Facebook, and Google services as well as local social media including the widely popular Jamii Forum. This followed a directive by the Tanzania Communication Regulatory Authority which ordered telecom companies to suspend “bulk SMS messaging” and voice communications as well as individual text messages with certain “keywords,” making it effectively impossible for millions of Tanzanians to communicate during this time. While this was not a wholesale blocking, it effectively resulted in people not being able to send text messages and not being able to communicate via the most commonly used messaging platforms over the Internet. The government’s justification for the shutdown was “national security and concern for the fairness of the electoral process.” In addition to the blocking of social media and text, it was reported that media websites, including websites reporting on election fraud or election events, were blocked and attempts by the government to slow down Internet connections were also documented. Virtual Private Networks (VPNs) were banned, although they continued to be accessed during this shutdown.

These attempts to control information and dissent play out in a wider context/trend of shrinking democratic space in the country, including censorship and restriction of the work of journalists, drastically affecting the ability of Tanzanians to exercise their right to freedom of expression. For example, as was covered and commented on widely at the time by both the media and human rights activists, the election shutdown was part of a wider set of information control tactics, including legislation clamping down on foreign press by outlawing international press from covering developments in the country without local media partnerships. It also included other legislation requiring bloggers to register and pay license fees.
In terms of the impact of the shutdown in 2020, analysts said it was “immense,” leaving “millions without effective communication tools” across Tanzania and ahead of the general elections. Tanzania has millions of Internet users, and many of these, especially young people, were unable to earn money without the Internet. Case studies of victims collected by Access Now illustrate some of the harm caused, including an inability to work, to complete educational training, and to run businesses and make sales.

Uganda is a landlocked country with an estimated population of 41.6 million people as of April 2020. President Yoweri Museveni won re-election in the January 2021 polls with 59%, despite widespread irregularities, extending his rule to 40 years in power. In the lead up to the elections from January 11 to 13, 2021, social media access was blocked and the downloading of some VPNs restricted. This was followed by an Internet blackout, which was lifted by January 18, 2021.

Internet shutdowns in Uganda form part of a more long-standing trend in the country to disrupt communications and the free flow of information among citizens prior to and during elections. In the 2006 elections season, the government instructed Internet Service Providers (ISPs) to block access to the website of Radio Katwe for allegedly publishing “malicious and false information” against the ruling National Resistance Movement (NRM) party and its presidential candidate. At the time, this incident received little public outcry. Yet, it set a troubling new standard in the country. In 2011, the government again instructed ISPs to block access to Facebook and Twitter for 24 hours, during opposition protests dubbed “walk to work” over rising fuel and food prices. However, following this directive, some Internet Service Providers (ISPs) did not respond, claiming they received the directive after the dates specified in the directive. On the eve of the presidential election on February 18, 2016, authorities cut off access to Twitter, Facebook, WhatsApp, YouTube, and Mobile Money services. Later that year, after a disputed election that saw the swearing in of President Museveni in May, social media platforms, including Facebook, WhatsApp, and Twitter, were blocked (with the exception of Mobile Money). More recently, beginning in 2018 and upon the introduction of taxes to access social media platforms, authorities have threatened to block VPNs for those using them to bypass paying the taxes.

Justifications for the various shutdowns in Uganda by the state have included threats to “national security” from public unrest, the elimination of “the connection and sharing of information that incites the public” and protection of the “national interest.”

In the following section, we consider how each of the principles of the cyberstability framework is impacted by the shutdowns discussed above. We take each principle in turn, beginning with the “Responsibility” principle.

The GCSC’s framework “responsibility principle” states that everyone is responsible for ensuring the stability of cyberspace. This includes individuals, groups such as civil society, the private sector, technical communities, and academia. In each of the three countries included above, the very nature of the shutdowns displayed the multiple actors required to exert control over access to the Internet.
shut off access to the Internet, despite their responsibility to protect and promote human rights, and to provide secure and stable Internet access.\textsuperscript{31} While the definition of the responsibility principle does not refer explicitly to international law, all actors are bound by international law, and David Kaye, former UN Special Rapporteur on Freedom of Expression, has stated that “a general network shutdown is in clear violation of international law and cannot be justified by any means.”\textsuperscript{32}

For example, in Uganda, telecom companies such as MTN, Airtel, and Africell all implemented government directives to block Internet access. In the DR Congo, telecom operators were asked by the regulator to restrict communications “in order to prevent the exchange of abusive images via social media by subscribers and to ... take technical measures to restrict to a minimum the capacity to transmit images.”\textsuperscript{33} In Tanzania, telecom companies Viettel Tanzania, Vodacom Tanzania, and Tigo also immediately complied with government directives. On the other hand, Internet Service Providers in countries such as Lesotho and Gabon have pushed back against Internet shutdowns.\textsuperscript{34} They questioned their intentionality, pointing out provisions in law that guarantee enjoyment of rights to freedom of expression, and engaged the government with support of civil society to maintain and defend uninterrupted Internet access and use.

As such, telecom companies can and should take the responsibility to resist government measures that undermine responsible behavior, and the government should not abuse their position of power in relation to other actors in the distributed ecosystem by ordering the shutdowns. As UN Special Rapporteur on the rights to freedom of peaceful assembly and of association, Clément N. Voule, has outlined in a recent report to the Human Rights Council, there are a range of measures that digital technology companies, including telecommunications providers and digital communications platforms, can undertake to ensure compliance with their human rights responsibilities even in light of business pressure and other limitations.\textsuperscript{35}

The “Restraint” principle provides that no state or non-state actor should take actions that impair the stability of cyberspace. Each of the shutdowns in DR Congo, Tanzania, and Uganda disrupted all users’ confidence in their ability to use cyberspace safely and securely, and meant that they could not be assured of the availability and integrity of services and information.

The GCSC also describes this principle as the expectation that both state and non-state actors “prevent ICT practices that are acknowledged to be harmful or that may pose threats to international peace and security.” As the Internet Society has pointed out, “Internet users within a country experiencing a shutdown could lose access or experience reduced speed on interconnected networks if traffic needs to be routed through less optimal paths, resulting in collateral damage or systemic risks that go beyond a country’s borders.”\textsuperscript{36} According to ISOC, “wide-scale Internet shutdowns can also have a detrimental impact on the domain name system (DNS),”\textsuperscript{37} due to asymmetric DNS traffic requests that can result from shutdowns, which results in a surge in DNS requests and increased load on resolver infrastructure that can have collateral effects. Shutdowns that impact interconnection points or other significant infrastructure components could also impact connectivity and Internet performance in other countries, which could inadvertently harm international relations.\textsuperscript{38} For example, “the outlawing of VPNs can severely inconvenience foreign diplomats and large companies which use them because they provide extra security.”\textsuperscript{39} In addition, if the country hosts services or platforms that are used outside the country, then users outside the country risk losing access to these services, platforms, or related applications. Global organizations op-
erating both within and outside the DR Congo, Tanzania, and Uganda would have been required to have their own platform in order to communicate freely with colleagues outside the country, or rely on VPNs. Yet, further research is required to understand whether or how these countries’ shutdowns affected the DNS, connectivity, network resilience, and Internet performance in neighboring countries.40

The DR Congo shutdown did elicit diplomatic reaction, with the United States, Canadian, and Swiss heads of mission in Kinshasa urging the government to immediately restore communications,41 while the EU condemned the 2021 shutdown in Uganda.42 However, further research could also explore whether, by ordering the wide-scale blocking of texts and social media applications, including VPNs, these countries engaged in ICT practices that risked harming international relations by inconveniencing neighboring countries as well as foreign entities, including companies and diplomats within the country. It could also assess whether trust and relationships between ISPs are impacted, particularly as the Border Gateway Protocol (BGP) network, which routes global Internet traffic, relies on trust between operators, ISPs, and others who are required to withdraw from the network when ordered to shutdown Internet access in the case of complete blackouts.43

The third principle is “a Requirement to Act” or to take affirmative action to preserve the stability of cyberspace. The “Requirement to Act” principle requires that states and non-state actors take reasonable and appropriate steps to ensure the stability of cyberspace, as defined above. The framework provides examples of such actions such as upgrading hardware and software, implementing patching, etc. As noted above, shutdowns can undermine the stability and resilience of the Internet, although further research is needed to understand the impact on the infrastructure of the Internet of the Tanzania, DR Congo, and Uganda shutdowns.

Yet, the widespread blocking of social media experienced by those in the DR Congo, Tanzania, and Uganda, and the “Internet blackouts” experienced in Uganda can be understood to be in direct opposition of the positive and proactive steps required to ensure the stability of cyberspace, that is, to ensure the ability to use cyberspace safely, securely, and where the integrity and availability of information is assured. While some companies, such as MTN Uganda, outlined plans to refund customers whose data plans expired during the 2021 shutdown, this falls far short of the steps that telecom companies can take in the face of shutdown orders, including the adoption of mitigation strategies, transparency measures such as the disclosure of all relevant information about shutdowns (e.g., preservation of orders or threats to disrupt networks), notification to users, including at the very least the provision of “regular updates about the services affected or restored, the steps they are taking to address the issue, and explanations after the fact,” and the use of legal options for challenging requests, including litigation.44

As the GCSC’s cyberstability framework states, “compliance with the Human Rights Principle requires that states abide by their human rights obligations under international law as they engage in activities in cyberspace.” The impact of Internet shutdowns on human rights, including civil, political, economic, social, and cultural rights, has been widely documented. Authorities who block Internet access and social media fail to uphold their international human rights obligations, including those relating to the right to free expression, provided for under Article 19 of the International Covenant on Civil and Political Rights (ICCPR) and Article 9 of the African Charter on Human and People’s

Shutdowns that impact interconnection points or other significant infrastructure components could also impact connectivity and Internet performance in other countries, which could inadvertently harm international relations.
Rights, to which the DR Congo and Tanzania and are signatories. They also violate national laws, including the national constitution of each country. The circumstances under which the shutdowns occurred reveal the intent to restrict rights to freedom of expression and information, and to interfere with the right to freedom of assembly and association, particularly during events such as elections, conflicts, or mass demonstrations. The UN Special Rapporteur, Clement Voule, has noted that national security cannot be invoked as a rationale for blocking Internet access, when in an actual sense the very reason for deteriorating national security is the suppression of human rights itself. Furthermore, Principle 37 of the Declaration of Principles on Freedom of Expression and Access to Information in Africa (revised in 2019) provides that States must facilitate the rights to freedom of expression and access to information online and the means necessary to exercise these rights, and must recognize that universal, equitable, affordable, and meaningful access to the Internet is necessary for the realization of freedom of expression, access to information, and the exercise of other human rights.

The same Declaration states that “States shall not engage in or condone any disruption of access to the Internet and other digital technologies for segments of the public or an entire population.” In addition, the general comment No. 34 (2011) on the freedoms of opinion and expression, the Human Rights Committee, notes that Internet shutdowns are a disproportionate measure (generic bans on the operation of certain sites and systems are not compatible with paragraph 3). The shutdowns, therefore, violated freedom of expression, access to information, and the right to peaceful assembly.

The impact of the Internet shutdowns in each country on human rights also affected economic, social, and cultural rights. The International Covenant on Economic, Social and Cultural Rights (ICESCR) defines a number of rights, including the free pursuit of his or her economic, social, and cultural development. The shutdowns in the DR Congo, Tanzania, and Uganda directly impacted these rights by vastly reducing the ability of millions of people in each country to trade, make money, and access a wide range of services, including educational and health services. The disruption to mobile services in Uganda impacted mobile money services, which are critical to both the formal and informal economies.

One example is a February 2021 report from the Daily Monitor: one of the leading newspaper dailies in Uganda notes that Internet shutdowns affected “key sectors of the economy such as trade, transport, banking, telecom, education, entertainment, media, health, and information technology support.” The same Daily Monitor report continued to assert that shutting down the Internet affected payment systems, Real Time Gross Transfers, and Electronic File Transfers. It stressed that “13,000 bank agents who conduct money transfers, Internet banking, and the Automatic Teller Machine” were affected. According to the Internet Society, the cost of Internet shutdowns on the five-day shutdown in Uganda during the 2021 elections amounted to 9 million USD. According to Jumia Uganda—an online shopping store—“cash reconciliation was very difficult because it relies on the Internet, and the whole supply chain suffered, resulting in a lack of access to food, medicines, and groceries.” The shutdown in the Democratic Republic of Congo in December 2018 is estimated to have cost the country 3 million USD. In Tanzania, millions of people were unable to earn a livelihood; according to estimates, between 15–27% of young people’s income is made
online in the country.\textsuperscript{56} It’s important to note that the increased dependence on the Internet as a result of the COVID-19 pandemic exacerbated the impact of the shutdown on all of these rights, as people became increasingly dependent on the Internet to carry out basic daily activities, including schooling/education, access to healthcare, transportation and other services.\textsuperscript{57}

In addition, Uganda, Tanzania, and the DR Congo have all ratified the Convention on the Elimination of Discrimination against Women (CEDAW). Recent research demonstrates that shutdowns disproportionately impact women as a result of existing inequalities and more vulnerable positions in the economy and society, drawing on cases in India, Iran, Venezuela, and Pakistan.\textsuperscript{58} This includes impacts to personal safety and professional and economic safety. However, research on the gender impact in other parts of the world that experience Internet shutdowns has been more limited to date. Further research on the impact of the shutdowns on women and the gender-differentiated impact of Internet shutdowns in the East Africa region would support a better understanding of how the rights of women and girls are affected by Internet shutdowns in different regions of the world.

Our preliminary assessment of the shutdowns in the DR Congo, Tanzania, and Uganda show that the shutdowns undermine the cyberstability framework, as these actions violate all four cyberstability principles; they can be seen as a detrimental effect on regional or national cyberstability overall. In particular, they impacted the human rights principle, a situation which was exacerbated by the increased reliance on digital technology during the COVID-pandemic in 2020. However, further research that captures more granular information about the impact of shutdowns, as recommended elsewhere by GNI, for example,\textsuperscript{59} including its gendered impact, would support a greater understanding of the way that shutdowns impact the human rights principle of the cyberstability framework. This could build on work already done on the gendered impact in other countries and regions. The shutdowns impacted the “Responsibility,” “Restraint,” and “Requirement to Act” principles, particularly as they resulted in the inability of citizens to be able to use cyberspace safely, securely, and in a way where the integrity and availability of information is assured. Further research into how shutdowns impact the restraint principle should be further explored, including the impact on the DNS and on the resilience of networks/access in neighboring countries through collateral border effects. Further research could explore how shutdowns affect the GCSC norms, including, for example, the public core norm—particularly if sufficient evidentiary information on how shutdowns affect the DNS and network stability can be collected. This exploratory article has shown that shutdowns undermine the framework in different ways, and it has identified some gaps where further research would be helpful in forming a more detailed understanding of the relationship between cyberstability and Internet shutdowns. It is a first step and could be expanded to other countries in order to better understand the range of contexts in which shutdowns occur, the similarities between them, and their differences in relation to the GCSC’s cyberstability framework.

Below we have drawn from the UN Special Rapporteur’s comprehensive report on shutdowns and his recommendations, in particular, aligning his recommendations with the cyberstability principles.\textsuperscript{60} We have also, where relevant from our analysis, provided some additional recommendations for each stakeholder group.
Recommendations

Responsibility

In order to uphold the principle of “Responsibility,” civil society and academia should support companies in challenging unlawful shutdown orders, as well as work with other stakeholders to develop and socialize resources to help Internet users prepare for, prevent, and predict Internet shutdowns.

As stated in the most recent report by the UN Special Rapporteur on Rights to Freedom of Peaceful Assembly and of Association, governments should “ensure that the Internet, including social media and other digital communication platforms, remains open, accessible, and secure. Specifically...States should (i) order Internet Service Providers operating in their country to provide everyone with universal, affordable, high-quality, secure, and unrestricted Internet access throughout election periods, protests...And thereafter (iii) guarantee the safety of technical workers building and maintaining critical infrastructure networks, while ensuring sites are protected, and (iv) promote and protect strong encryption, including by adopting laws, regulations, and policies in line with international human rights, norms, and standards.”

Telecom companies and ISPs should take the responsibility to address government measures that undermine responsible behavior by promoting greater transparency. In line with the recommendations from the UN Special Rapporteur, they should disclose “information about the circumstances under which they may shut down the network, the demands they receive, and actions to push back on or mitigate the effects of government orders.” Ahead of a shutdown, they should “provide timely and transparent guidance to users to identify disruptions likely to impact the quality of service they receive.” They should also publish transparency reports, notifying affected users and showing government requests and orders for network disruptions, as well as state their level of compliance to domestic and international laws.

Restraint

Limited publicly available evidentiary information exists on the impact of shutdowns on network stability, in particular how shutdowns may impact Internet speed in neighboring countries, and whether shutdowns that impact interconnection points or other significant infrastructure components have harmed relations in neighboring countries. Therefore, in order to uphold the principle of “Restraint,” civil society and academia should work with actors in the technical community (including ISOC chapters, for example) to research the impact of shutdowns on the stability of the network, infrastructure components, the DNS, and Internet speed in neighboring countries, in order to better understand the impact of shutdowns on network availability more widely and on the Internet itself.

As outlined in the aforementioned report of the UN Special Rapporteur, governments should “Refrain from shutting down, throttling, or blocking the Internet, and make a state pledge to refrain from imposing any unlawful restrictions on Internet access and telecommunication in the future, particularly in upcoming elections and protests, and amid the COVID-19 pandemic.”

Finally, telecom companies should “Challenge censorship and service limitation requests from states, using all available tools of law and policy, in procedure and practice,” and explore oppor-
tunities to collaborate with civil society in doing so. They should also (along with civil society—as recommended above) collaborate to gather and publish granular information on the collateral impact of shutdowns on their networks and systems, including on their autonomous systems (ASes).

Requirement to Act

Civil society and academia continue to raise awareness of the impact of Internet shutdowns on people, the economy and human rights, including by collecting evidence, developing and sharing tools for documenting shutdowns, and advocating against them. They should continue to track the impact of Internet shutdowns, through the use of network measurement tools and other tracking skills—particularly in countries where there is a dearth of information available on shutdowns and their impact, e.g., the DR Congo.

Governments should proactively repeal and amend any laws and policies that allow for Internet shutdowns and enact legislation prohibiting and punishing these measures, as well as expand initiatives to provide universal and affordable Internet access.

Telecom companies should “engage regulators and push back against licensing conditions (and laws governing the telecommunications sectors) that allow for shutdowns,” and, where they are required to comply with shutdown orders, they should “establish response plans and channels of communication with government actors and civil society.” They should also “prepare for a range of threats to the rights of users, particularly where bandwidth is overwhelmed and congested as a result of large demonstrations, and ensure that the company deploys extra capacity throughout the events.”

Human Rights

Civil society should generate and use evidence-based data to raise awareness and stimulate discussions and debates that inform public policy across all stakeholder groups about the negative impact of Internet shutdowns on human rights, including where there is more limited information, such as on the gendered impacts of Internet shutdowns in the Africa region.

States have obligations under international human rights law to ensure that everyone within their jurisdiction is able to access and use the Internet to exercise their human rights. In line with the recommendations in the UN Special Rapporteur’s report, therefore, they should “recognize the right to access and use the Internet as a constitutional and legal right and as an essential condition for the exercise of the right to freedom of peaceful assembly.” They should also institute oversight mechanisms, ensuring all network disruptions are subject to detailed reports that are publicly accessible, which detail the nature and causes of the disruptions and assess legal compliance.

Telecom companies should develop and make publicly available policies that specifically state their position against Internet shutdowns and how they address any shutdown orders from governments, in compliance with the UN Guiding Principles on Business and Human Rights.
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Since 2009, Africa has made significant investments in digitalization (a process of converting information from analogue to digital form). Owing to this conversion, the continent now leads the world in the digitalization of currency (i.e., mobile money). Many countries have integrated the Fourth Industrial Revolution (4IR) technologies into the center of the continent’s economic development, and, in doing so, these nations have forced a consideration of whether digitalization could potentially become the driver of economic growth. Should digitalization happen to play this role, Africa’s developing countries (highly informal agrarian societies wherein industrialization, in the classic sense, never occurred) could leapfrog stages of classic industrial development and thereby birth a new model of change. However, as digitalization increasingly drives economies, cybersecurity solutions will become necessary.

This paper highlights Africa’s digitalization process and points to cyberstability as essential for the continent’s short- and long-term economic development and sustainability.

Structural change in Africa has been largely underpinned by digitalization, agro-industries, and the evolution of the global marketplace. Those “industries without smokestacks” that are the products of this structural change have arisen in contradiction of Arthur Lewis’s theory of growth, which postulated that a “capitalist” sector developed by taking labor from a non-capitalist, backward “subsistence” counterpart. More specifically, for Lewis, development occurred when labor moved from an unproductive informal sector (e.g., subsistence farming and small trade) to a productive formal one (e.g., large manufacturing). Lewis’s theory has been borne out, for the most part, in developed
countries where labor-intensive manufacturing enterprises have absorbed those workers shifting from low wages in agriculture and other informal activities amid the information age.

The author’s own experience in shaping most African countries’ digitalization policies between 2006 and 2013 bear on this question. As several countries on the continent initiated plans to develop information and communication technology (ICT) infrastructure (e.g., undersea cables), the individuals who had been highly involved in that process imagined these emerging technologies could act as a “bridge” toward industrialization and the services economy. At that time, the continent’s governments’ policy goals sought to leverage the growing gig economy to provide employment for Africa’s burgeoning population. Those involved at this early stage expected digitalization to encourage increased productivity while transforming ailing national economies, even as this anticipation was not supported by evidence.

The urge to digitalize the continent was inspired by the author’s meeting with Thomas Friedman, the former New York Times columnist and author of the best-selling book The World is Flat. During that meeting, Friedman explained how India took advantage of cheap undersea fiber-optic networks and abundant labor to create massive employment for those in the business process outsourcing (BPO) industry. But Friedman also stressed that Africa could do the same thing, thereby sowing a seed that would change the economic fortunes of the continent. After meeting with Friedman, the author shared the columnist’s widely read and highly influential book with other policymakers and advocated digitalization during every speaking opportunity, especially at the International Telecommunication Union (ITU) policymakers’ meetings, which were focused on investments in digital infrastructure and digitalization.

Within years of that meeting and owing to policy developments across the continent that had been initiated during the preceding decade, change was afoot. By 2012, a World Bank study noted that the ICT sector had “been the major economic driver in Sub-Saharan Africa over the past decade.” The same study also indicated that, while mobile and internet penetration remained comparatively low in Africa, “never before in the history of the continent has the population been as connected as it is today.” Empirical evidence on the relationship between digitalization and its economic impact on, for example, productivity, manufacturing, and job creation has validated the assumptions of the author and others many years ago when the establishment of a digital infrastructure was first being considered.

In a similar vein, FinTechs (digitalized financial services) have challenged traditional financial structures—bringing greater inclusivity and efficiency in certain economies. The prevalence of FinTechs has been pronounced on the continent to such an extent that, as the International Monetary Fund noted, “Sub-Saharan Africa has become the global leader in mobile money transfer services, spurring widespread access to financial services.” Indeed, the IMF report went on to say, while “Sub-Saharan Africa has lagged behind the rest of the world in access to finance, some countries in the region are now global leaders.” FinTechs continue to transform financial access in Africa, catalyzing other sectors, such as micro-enterprises and agriculture.

And yet, owing to this increased digitalization and heightened connectivity between developing countries, Africa has also seen both increasing amounts of cybercrime and more frequent cyber-attacks. The space has essentially become a kind of “magnet” for cybercriminals, thereby necessitating attention to cybersecurity and underscoring the need for cyberstability. The rest of this paper will, therefore, attend to the following questions: To what extent has Africa digitalized? And: How can cyberstability sustain this process and encourage greater prosperity on the continent?
These questions will be addressed through a discussion of the drivers and indicators of digitalization, a review of the primary barriers to digitalization on the continent, and an assessment of the relationship between digitalization and cyberstability. Overall, this paper points to gaps warranting further investigation in the field, highlights progress that has been made and growth that has yet to be realized, and makes the case for a continent-wide commitment to the kinds of development already realized by certain of Africa’s leading and most digitized nations—countries that were early adopters of digitalization.

Because there is no uniform definition of digitalization, the concept will, in this paper, refer to the leveraging of digital technologies, such as mobile telephony, broadband, and cloud computing to create, process, transmit, and analyze in a digital fashion. In this way, digitalization helps create new business models and value-producing opportunities, while also improving productivity—all of which are essential for economic development.

As this paper will argue, Africa’s digitalization process is best understood in light of Everett Rogers’s Diffusion of Innovation (DOI) theory, a notion that addressed why new ideas are never simultaneously accepted by all people. While digitalization has been adopted by some countries on the continent, for example, others are still going through a process of acceptance that has been—and will continue to be—influenced by many factors. This is because different social systems include their own response times. For example, the ubiquity of mobile money in Kenya has not translated to acceptability in South Africa, a market with a different income stratification. It is also worth noting that certain countries have been inclined to move toward digitalization as early adopters, while others have come along as the early majority, the late majority, or as laggards.

While degrees of digitalization vary, therefore, according to myriad influences, it is possible to measure levels of digitalization by different types of indicators. The more common measures are provided by the ITU, which mainly focuses on ICTs, including access to infrastructure, such as broadband, as well as electricity calculated as a percentage of use if individuals (including their skill levels) are using internet or electricity. But indicators may also include quality—that is, internet bandwidth per user—as well as access to devices such as fixed telephones and mobile phones. In other cases, measures of digitalization extend to how institutions such as enterprises, education, and government utilize ICTs. For the purposes of this paper, indicators of digitalization will, thus, include access, skills, and use, all of which lead to product innovations and improved decision-making for economic transformation.

Investment in undersea and terrestrial fiber-optic lines led to rapid growth in international internet capacity and narrowed the access gap in most countries, with the exception of, for example, the Central African Republic and Somalia, where internal war inhibited development. Last-mile 4G mobile-technology coverage for the continent averages about 50%, with Central and West Africa averaging 43%. Slightly over 50% of the population have mobile phone subscriptions, and at least 45% use smartphones. Nigeria, South Africa, and Kenya are the top three smartphone markets; so, too, are these three countries the top developers of apps, with extensive digitalization of both their public and private sectors. A recent International Finance Corporation (IFC) study showed that, although internet penetration today is 40%, a 10% increase in mobile-internet penetration can increase GDP per capita by 2.5% in Africa, as opposed to only 2% for the rest of the world.

Although internet penetration today is 40%, a 10% increase in mobile-internet penetration can increase GDP per capita by 2.5% in Africa, as opposed to only 2% for the rest of the world.
new jobs.\(^7\) Finally, investments in solar-energy solutions are paying off; over 640 million, or 40% of Africans, are currently connected to this source of energy.\(^8\) Although the average energy connectivity rate is still somewhat low, progress has been made, and many countries enjoy coverage at a rate exceeding 70%.

Skills development is also a major component of digitalization. In the past ten years, the literacy rate in Africa has jumped from 58%, in 2010, to nearly 67%, in 2019.\(^9\) Moreover, secondary school enrollment surged between 2000 and 2018, climbing from 25% of gross enrollment to 43%, whereas the world average in 2018 was 66%. Finally, and most apt for the purposes of this paper, at least 50% of African countries (compared to 85% for the world at large) have launched digital-literacy programs to enable individuals to interface with digital-learning programs, while, at the same time, making institutional reforms to deliver and maintain digital content for learning purposes.\(^{10}\) The pandemic that began in 2020 and the surge of COVID-19 cases actually helped in this regard: nations began to fast track their adoption of digital-learning options in virtually all higher- and lower-level educational institutions.

All this said, those governments which have embraced digitalization of services have seen the dividends of using ICTs. For instance, in Algeria, Egypt, Ghana, Kenya, Nigeria, Morocco, South Africa, and Tanzania, digital technology has driven innovation, spurred economic growth, and encouraged job creation in many key sectors of the economy. These sectors have included agriculture, health, education, and financial services.\(^{11}\) Institutions of higher learning in these countries were, as a result, better prepared to absorb the impact of the pandemic and were well-positioned to pivot into remote teaching and learning.

Local digital innovations, another measure of digital capability, is expanding in Africa. The number of startups has grown, as has the amount of money they have the potential to attract. Indeed, from 2015 to 2020, the number of startups that secured funding shot up from 55 to 375,\(^{22}\) while the total amount of money they raised climbed from $400 million to $2 billion during roughly the same period (2015–2019).\(^{23}\) Even during 2020, a year colored so profoundly by the pandemic, startups managed to raise $1.43 billion.\(^{24}\)

Funded startups can be found across Africa, but four countries—Kenya, Nigeria, South Africa, and Egypt (sometimes referred to as the Big Four)—accounted for 77% of these startups and 89.2% of total investment in 2020.\(^{25}\) In the same regard, these four nations claim about 50% of the nearly 700,000 professional developers on the continent. The Big Four countries are set apart from others in Africa due to a good inventory of digital skills, a reasonable ICT infrastructure, and institutionalized cybersecurity.

Another characteristic distinguishing the Big Four from neighboring nations is that they are regionally dominant. For example, in East Africa, Kenya’s economy is larger and well-diversified, while Egypt dominates North Africa. Nigeria and South Africa, for their part, are the dominant economies in Western and Southern Africa, respectively. Early adoption, in the sense imagined by Rogers and as discussed above, means being willing to accept occasional setbacks (accommodating risk), especially when new ideas prove unsuccessful.\(^{26}\) These countries have great influence on their neighboring nations, or those within the same trading bloc, and they have swayed nations like Algeria, Ghana, Morocco, and Tanzania to seed more of their own local innovations and enterprise. The innovation space is large in a continent with so many problems, meaning there is less competition between frontrunners and followers.
Given that most countries have invested in enabling infrastructure, that the use of ICTs is growing, that more young people are completing high school and a good number are completing college, and that the number of incubation hubs is increasing in virtually every African country, the continent is on path to witness, in the near future, the early majority period of entry spelled out by Rogers in his DOI theory. For this to happen, African countries must invest heavily in ICT skills, infrastructure, and cyberstability; so, too, must the continent’s nations encourage use of digitalization across all sectors of the economy, in the spirit of the African Union’s call for all member states to model the increased inclusivity that arose in the FinTech sector. In general, Africa has made significant gains in the way of digitalization, as indicated by conventional metrics, and these data and examples show that the continent is on track to close the gap that currently exists vis-à-vis the rest of the world.

The primary barriers to digitalization on the African continent include weak educational systems in most nations, political intolerance of social-media freedoms, the difficulty of managing a rapidly changing technological environment, challenges associated with building an enabling regulatory environment to support disruptive startups, and the uneven distribution of infrastructure investment in rural and urban centers.

Africa has long been under pressure to increase enrollment in its education systems. Yet such an increase invites its own consequences—some foreseen, some not. For example, enrollment that grows without a commensurate increase in training programs, or quality control standards, can lead to inequality and exclusion within an educational system. In other words, “more education” does not necessarily mean that “more” are “educated,” at least in a fashion that is consistent and equitable across or even within countries. Factors such as high repetition rates, teacher shortages, untrained instructors, poor school management, and underperformance in examinations can individually and collectively diminish the quality of available education on the continent. Additionally, the shortage of technical skills across Africa, where less than 10% of tertiary students are studying science, technology, engineering, or mathematics (the STEM fields), as well as outdated curriculums and inadequate materials significantly inhibit digitalization on the continent.

Political intolerance in some African governments has also affected the use of ICTs, especially when state officials shut down the internet at the slightest provocation in social media. Such comparatively intolerant governments have included those of Burundi, Cameroon, Chad, Ethiopia, Guinea, Mali, Sudan, Togo, Uganda, and Zimbabwe. Other governments have undermined the use of ICTs by regularly taxing devices and broadband use to limit the effectiveness of these options. The pace of innovation in the several hubs spread across the continent has grown tremendously, but regulators across the continent are becoming a barrier, often seeking to regulate even those innovations that pose no threat to consumers. These regulatory threats are increasingly pushing developers toward countries with a more enabling policy environment, such as Kenya, for example, where the author chaired the task force that developed the roadmap for blockchain and artificial intelligence. That task force recommended legal sandboxes to enable innovators to test their products under the watchful eyes of regulators, and its final report has been shared in many other African countries.
Finally, according to a report by the ITU, which measured digital development, only 44.3% of the continent’s population has access to 4G coverage, compared to 82.3% of people living in other developing countries. This discrepancy is due, primarily, to the fact that 4G access favors urban dwellers. Only 22% of those living in rural areas enjoy such opportunities, for example, compared to 77% of those inhabiting cities—a distinction that owes much to heavy taxes on broadband. Closing this gap will require policies finely tuned to the particular needs of the continent, with co-operation between government and industry of a kind that can best address the needs of nations with willing users but without the infrastructure, environment, or enabling institutions evident in other parts of the world.

For the Global Commission on the Stability of Cyberspace (GCSC), stability with respect to cyberspace refers to a state where “everyone can be reasonably confident in their ability to use cyberspace safely and securely, where the availability and integrity of services and information provided in and through cyberspace are generally assured, where change is managed in relative peace, and where tensions are resolved in a non-escalatory manner.” Cyberstability has, thus, become a major topic of discussion in Africa; many countries have realized that, as organizations digitize enterprises and automate operations, the incurred risks of digitalization will multiply. In this regard, a 2020 study by the Kaspersky group concluded that, while Africa has the same hit rate as other parts of the world when it comes to cyberattacks and activity, the continent registered a significant increase in financial/banking cybercrimes in the second quarter of 2021 when compared to figures for the first quarter in 2021. In particular, the report noted a 59% increase in cybercrimes in Kenya and a 32% increase in the same behavior in Nigeria. Not surprisingly, these nations have led the continent in terms of digitalized currency and are two members of the Big Four countries discussed above.

Encouraging greater and more widespread cyberstability depends on many factors. The ITU developed an index to aid in this effort, known as the Global Cybersecurity Agenda (GCA). This index assessed each country on the continent according to five strategic pillars (legal measures, technical measures, organizational measures, capacity building, and international cooperation). The ITU then used this organizational scheme to gather data and aggregate an overall score, with the Union’s 2019–2020 assessment reflecting data and conditions amid the Covid-19 pandemic. By the measures of this report then, the top ten African countries most committed to cyberstability were, with their overall scores in parentheses, Mauritius (96.89), Tanzania (90.58), Ghana (86.69), Nigeria (84.76), Kenya (81.7), Benin (80.06), Rwanda (79.96), South Africa (78.46), Uganda (69.98), and Zambia (68.88). It is notable that Mauritius, with a score of 96.89, scored almost as well as India, which registered a 97.5 and which ranked tenth overall in the world.

Not surprisingly, many of the ten African countries most committed to resolving the issue of cybersecurity were the same ones who had been in the forefront of establishing an institutional framework, enabling ICT infrastructure access to citizens, intensifying the use of ICTs in all aspects of the economy, and bolstering relatively developed ICT skills. By contrast, and reflecting the relative lack of preparedness of many other nations, only eighteen African countries currently have an institutional framework for reporting cybersecurity incidents through their respective National Computer Security Incident Response Teams (CSIRTs). In the same regard, the African Union, during its 2019 meeting, noted Africa’s advances in digitalizing its economies and acknowledged the challenges the continent faces, including the gap among AU member states in terms of the awareness, knowledge, understanding, and capacity to adopt and deploy the proper strategies, capabilities, and programs to mitigate cyber threats. Statistics such as these point to both what is possible and how much work must still be done to position countries across the continent to embrace the progress that can come through digitalization.
Conclusion

Over the past ten years, the author has traveled to more than thirty-five African countries to share his experience in policymaking and to speak to the impact of emerging technologies. The message conveyed through these engagements has been simple and direct: one should not fear something one has not tried. Africa must learn from prior industrial revolutions, embrace change, and find its role in the 4IR. The sustainability of enterprises in the digital age is underpinned by the adoption of innovation and digital changes, as a strategy for improving the efficiency and performance of organizations. Eventually, such digital exposure will lead to digital disasters or disruptions, both of which require cybersecurity.

Digital transformation, cyberstability, and economic development are critical subjects for a continent aiming to integrate 55 economies into a single market. While the Big Four nations have seen the most benefit—and have benefited the longest—from digitalization, countries such as Algeria, Ghana, Morocco, and Tanzania are closing the gap. Returning to Rogers’s DOI theory then, around which this paper’s argument has been centered, Africa has seen both early adopters and an early majority. For the continent to fully exploit digitalization in this emerging 4IR, it must embark on human-resource development to ensure it can retain (or establish) the skills required to sustain economies. So, too, must countries carefully consider their use of taxes on broadband and related devices—tactics that could be frustrating ICT use when precisely the opposite approach is called for and much overdue.

Moreover, countries are urged to reevaluate arguably outdated cultural and religious practices that prevent women—more than half the population—from productively participating in the economy. Reforms are especially important during this critical period of the 4IR, which offers the opportunity to reinvigorate manufacturing and help various economies expand their employment opportunities. Further, the continent must ensure access to a supporting infrastructure (broadband and energy) and must also work to make devices and access affordable. Finally, if the continent is to benefit from its innovations, regulatory regimes should create an enabling environment. One cannot reap what one has not been allowed to sow. Africa’s past is instructive but need not be limiting; its future depends perhaps more than ever on choices made in the present.

For the continent to fully exploit digitalization in this emerging 4IR, it must embark on human-resource development to ensure it can retain (or establish) the skills required to sustain economies.
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In an increasingly interconnected world, the discourse surrounding international norm settings in cyberspace has taken center stage. Digital rivalries between major world powers, particularly the United States and China, have necessitated a reevaluation of geopolitical affiliations by a number of historically neutral or non-aligned nations, such as India, Brazil, and others, when these countries take into consideration their national economic and security concerns. It is evident that, in this situation of increasingly great power polarity, many countries are seeking the creation of an alternative political space that allows them to exercise strategic autonomy. The formation of the Non-Aligned Movement in 1961 was a product of similar desires, and the same incentive now exists that demands a relook at traditional notions of non-alignment, as well as the emergence of new conceptualizations of non-alignment for a digital age.

Firstly, this paper addresses the increasingly heated debate on digital issues, and the various geopolitical, economic and security concerns that have arisen out of them, with a focus on 5G implementation as a case study. It also analyzes the traditionalist notion of the Non-Aligned Movement (“NAM”)—its concerns, advocacy efforts, and the space it occupies within this digital age. Secondly, the paper engages with the notion of Europe as the new face of non-alignment, and details the
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individual and divergent concerns plaguing leading European nations. It also proposes a model for European integration on the 5G issue, through regional collaboration, flexibility, and identification of common ground. Finally, the paper attempts to bring together the traditional ideas of non-alignment with the emerging ones, and proposes a joint 5G Initiative requiring involvement of leaders in the European Union (“EU”) as well as NAM, to usher in a new era of digital non-alignment.

The formation of the Non-Aligned Movement itself came from the desire to exercise greater collective bargaining power against existing “superpowers,” while remaining detached from the conflict. The members of NAM concerned themselves with ensuring that they were not left as mere spectators in paramount issues of global importance, such as the nuclear arms race. They first came together to demand that a seat at the nuclear policy-making table could not be restricted solely to those states that were the reason for, or part of, the problem, and that being a potential victim of the use of nuclear weapons was a sufficient stake in the issue. Given that technology was a crucial factor in the clash between the United States and the Soviet Union during the first Cold War, it is unsurprising that the current conflict between the United States and China is being termed as the “next Cold War” and is similarly entrenched within emerging digital technology issues.

A major issue of global concern that finds itself center stage at present is the deployment of fifth generation cellular networks, or 5G, and therefore is the primary focus of this analysis. Although the 5G debate may be seen as newly emerging, its foundations were laid down years ago, when, in 2012, the US House Intelligence Committee released an “Investigative Report on the US National Security Issues Posed by Chinese Telecommunications Companies Huawei and ZTE.” The Investigative Report primarily raised concerns on the surveillance capabilities of these companies, and the national security threat to the US that letting them set up on American soil would pose. This escalated in 2020, when the Federal Communications Commission (“FCC”) formally designated Huawei and ZTE as “national security threats” on account of accusations of their affiliations with the Chinese government, and of their harvesting data of US citizens.

The strengths in Chinese 5G technology lie primarily in the higher quality and its lower cost as compared to the technology offered by its European competitors. However, concerns over Chinese technology have never been about quality considerations, but rather suspicion over surveillance and security issues, and the increasing supremacy accorded to these concerns over economic considerations has led to a cascading effect across the world economy. This is only exacerbated through Chinese surveillance laws, which mandate cooperation with the government upon request, as well as the existing affiliation that exists between large Chinese companies and the ruling Communist Party. The blocking of Huawei and ZTE by the US have been accompanied by restrictions on chip-making equipment, leading to losses amounting to billions of dollars in profits for the semiconductor industry. The consequences of these measures within the US are not restricted to monetary losses only, but go beyond them into constricting the amount the semiconductor companies can spend on research and development into improving their own technology. Simultaneously, the Chinese semiconductor industry remains underdeveloped and reliant on foreign—mostly US—chip providers, or European manufacturers of semiconductor fabrication machinery, and therefore the ban had an impact on Chinese semiconduction production as well. Therefore, the trade war on semiconductors could lead to the unintended effect of a decline in the quality of cutting-edge technology within the US, while simultaneously hampering China from building expertise in specialist chips. The conflict will also manifest itself in developing nations, specifically those in Eastern Europe and Africa, where Chinese equipment, due to its substantially lower cost, forms the bulk of the basis of Internet access in the region. While the US may be able to afford the economic consequences of banning Chinese companies, taking this hardline stance without
providing its developing friends and allies with an alternative may end with the world divided not only on political lines, but with a redrawing of those lines out of economic necessity, and with states prioritizing the responsibility they have to their own people.

The pervasive nature of this dispute cannot be constrained bilaterally to one between the US and China. It is part of a wider supply chain security issue, given the opposing interests and alliances at stake, and could lead to the burgeoning of a “Cold War 2.0,” which is to be fought not on moralistic and ideological grounds, but instead on technological lines through trade battles and economic coercion. Countries such as the United Kingdom (“UK”), which had initially allowed Huawei’s participation in its 5G infrastructure, have reversed their decision on security grounds. Countries in the Gulf, such as Saudi Arabia, Bahrain, and Qatar, etc., as well as Asian powers such as India, have also been forced by their various specific geopolitical concerns, weighed against economic interests as well as foreign pressure, to enter into the 5G debate.

To mitigate the impact of this conflict, NAM must once again come together to ensure the free flow of technology and data, while simultaneously guaranteeing protection to the sovereign interests of nations. There must be an active attempt to achieve digital non-alignment, which requires economic investments and political strategy decisions to be made in such a way so as to avoid dependence on digital products from either the US or China. The members of NAM are uniquely placed in this regard, since their individual geopolitical and economic considerations often compel them toward non-alignment as a political philosophy. To achieve their objectives, NAM has made submissions to various multilateral forums such as the Open-ended Working Group (“OEWG”) as established by the UN General Assembly.

The primary concerns on international cybersecurity iterated by NAM are first, that cyberspace will become a “theatre of military operations” through the development of cyber-offensive capabilities and the malicious use of ICTs, which will adversely impact the integrity and security of state infrastructure. Second, there is the possibility of the adoption of unilateral measures beyond the ambit of the Charter of the United Nations and international law, which must be avoided so as not to impede the economic and social development of affected countries. Third, there is the concern that the development of an international legal framework would not be consensus-based but “top down” by a very small, self-appointed group, and therefore NAM has advocated for a framework within the UN with “active and equal” participation of all states. This must be accompanied by a multilateral inclusive institutional platform solely dedicated to international cooperation on safeguarding the peaceful uses of ICTs. Their final concern is that the digital divide between connected and less connected nations will continue to impact them adversely, leading to NAM recommendation that the digital divide be transformed into digital opportunities, for inclusive and non-discriminatory access to knowledge, and extension of support to developing countries in capacity building.

The final report by the OEWG addresses most of the concerns put forth by NAM, barring the recommendation that the legal framework must be accompanied by a “multilateral inclusive institutional platform dedicated to international cooperation on safeguarding the peaceful use of ICTs.” The NAM statement, though ambiguous, may be seen as seeking the establishment of a permanent forum within the UN, which is multilateral, inclusive and institutionally dedicated to international cooperation in ICTs. However, the OEWG report reiterates the OEWG itself as a “democratic, transparent, and inclusive platform” as well as the initiator of regular institutional dialogue on the
developments in ICTs in the context of international security. There exists a visible contrast between NAM’s constant emphasis on multilateralism, which is theoretically defined as the coordinated diplomatic interaction of three or more states in international politics, often accompanied by a commitment to certain core values, and the OEWG’s insistence on restricting “multilateral” only to the level of dialogue that must be achieved. Further, in a sphere where discourse is increasingly divided, the fear of resort to unilaterality and unilateral solutions is pervasive, and that is why NAM views multilateralism as the only sustainable method of addressing these security concerns.

The enhanced focus on the security implications of 5G, and the pervasive presence of national security concerns in 5G decisions taken by countries such as India, the UK, and the US, etc., evince that this issue has become entrenched within a sphere that has traditionally been governmental prerogative. National security issues are at the forefront of what states consider primarily governmental decisions, which may justify the necessarily multilateral leaning of the 5G debate in recent times. Effective multistakeholder involvement in 5G would, therefore, be limited to non-critical spheres such as infrastructure development and capacity building, and a governmental prioritization of national security concerns may overshadow these. Further, existing multilateral forums, such as the International Telecommunications Union (“ITU”), that are working on telecommunications and could contribute to the 5G debate by inclusion of their existing stakeholder groups, have so far directed their focus toward a technical analysis of the costs and vulnerabilities of the 5G network, rather than transforming themselves into a forum for engagement on the broader discourse around 5G. This change of focus is perhaps linked to the existing ITU Secretary-General Zhao Houlin being a Chinese national, and China being the fifth-largest contributor to the ITU’s budget as well, which has allowed it to play a central role in international standard setting.

However, a leaning toward multilateralism need not mean the exclusion of the multistakeholder model, as evinced by the nonstate consultation process around the first UN OEWG, or the accessibility of the Group of Governmental Experts on Lethal Autonomous Weapon Systems (“GGE LAWS”) to non-state actor participation. The GGE LAWS, for instance, a primarily inter-governmental forum, contains representatives of non-governmental organizations, various law schools, universities, and research institutes who also actively participate and contribute, despite LAWS ostensibly being an issue of national security. Therefore, the multilateral approach adopted by the GGE on LAWS is not independent of stakeholder input, to ensure transparency and accountability in the process. Similarly, primarily multistakeholder models, such as the Internet Governance Forum (“IGF”), have proposed extensions such as the IGF Plus, which is intended to provided additional multistakeholder and also multilateral legitimacy. These proposals recognize the importance of multilateral input in addressing shortcomings of the multistakeholder model, such as lack of actionable outcomes due to limited government participation, especially from small and developing countries.

Simultaneously, while NAM members often attempt to maintain neutrality to access these multistakeholder frameworks, they are compelled by their own competing economic and security interests to take a stance on such issues. For instance, the Indian position on 5G was reflective of a desire to balance these interests, which devolved into an increasingly clear exclusion of China from the Indian market. Though India initially permitted all applicants to participate in 5G trials, a security review was later mandated with an emphasis on Chinese companies specifically, and the border skirmish in the Galwan valley led to a ban on 260 Chinese smart phone apps on national security grounds. Subsequently, the Department of Telecommunications of India permitted the conduction of trials for the usage and application of 5G technology by telecom service providers, including Ericsson, Nokia, Samsung, and C-DOT, with a notable absence of Chinese equipment.
manufacturers. India’s position, with it being a founding and influential member of NAM, may influence other members of NAM to clarify their strategic orientations, and to abandon neutrality in favor of crucial national interests.

In other spheres of international debate where NAM has exercised influence, their statements carry weight because the interests of all their members align, such as in the case of LAWS under the Convention on Prohibitions or Restrictions on the Use of Certain Conventional Weapons Which May Be Deemed To Be Excessively Injurious or to Have Indiscriminate Effects (“CCW”). The statement made by NAM before the GGE concretely calls for a legally binding international instrument that has provisions both for the prohibition and regulation of LAWS. Through extensive lobbying, especially with states that are concerned about the increasingly asymmetric nature of warfare and reflecting such concerns in their statements, NAM was able to achieve consensus building on a polarized issue, and exert their influence on a global stage. In the case of LAWS, members of NAM are similarly situated, since most developing nations have not achieved the technological advancement necessary to develop their own fully autonomous weapons systems. However, unlike LAWS, the individualistic national security nature of the 5G debate presents a diverging set of state-specific issues when compared to the global ethical and security concerns of asymmetric warfare that LAWS raises. Therefore, similar consensus building across all emerging technologies will mean achieving the unlikely goal of setting aside these individual security concerns in favor of collective interests.

With the positions of the members of NAM and their alliances in the Digital Cold War remaining uncertain, it remains to be seen whether Europe can provide a middle ground among the technological protectionism and trade clashes escalating globally. The absence of a unified position within Europe on the 5G issue is indicative of a larger divide in the European system itself. The 5G debate was most politicized within the United Kingdom, where access was initially granted to Huawei; however, following the sanctions imposed on Huawei by Washington, UK mobile providers were subsequently, first, banned from buying new Huawei 5G equipment and, second, mandated to remove any existing equipment by 2027. The economic infeasibility of such decisions is highlighted by the UK Digital Secretary, who estimated the cost of this move to be two billion pounds, coupled with two to three years of delay in the 5G rollout.

The UK is one of the staunchest allies of the United States, and therefore, the political necessity demanding the UK’s position in this conflict is understandable. However, Germany, another US ally, has also been internally divided on the 5G issue, taking a position of “strategic equidistance,” which is reflected both in its legal and policy approaches to the 5G issue; not wishing to impact mutually beneficial trade relations with China. For instance, on the legal front, Germany’s new amendments to the Information Technology Security Act contain what is popularly known as the “Huawei clause,” which, interestingly, provides for a two-part assessment mechanism, consisting of a technical evaluation accompanied by a declaration that the components purchased cannot be used for sabotage or espionage. While ostensibly a neutral measure, the law is qualified by the requirement that vendor safety provisions, through the exclusion of vendors, are only triggered if all authorities involved unanimously wish to ban a vendor, which, given the wide ranging and controversial nature of this debate, is an unlikely occurrence. Accompanied by a lack of specific exclusion of any one vendor, notably Huawei, the increased legal hurdles in banning vendors are an attempt to walk a fine line between pressure from the US and the protection of its own economic interests.
Germany's position on 5G and the primacy it accorded to economic considerations over external pressure is likely to be followed by other members of the EU, and similar measures were adopted by France and Italy, while softer stances were taken by Hungary, Spain, and Slovakia, etc. The Italian government, similar to the German approach, has retained the power to veto any deals for the supply of 5G which it views as a threat to its national security. This power has, in fact, been exercised in the case of Huawei, where their deal with Fastweb was prohibited due to the processing of highly sensitive data involved. However, Vodafone (UK) recently secured approval to use Huawei equipment, illustrating that there is no clear targeting of Chinese manufacturers under the law.

France has taken another divergent approach, by adopting a phase-out process, and prohibiting renewal of licenses for Huawei equipment—thereby ensuring that within three to eight years the country is not reliant on the same.

Hungary however, remains open to cooperating with China on economic and technological issues, and Huawei has been allowed to open a new research and development center in Budapest, which is largely seen as favoring Hungary's strategic and economic interests. Further, barring restrictions at the broader, multilateral level of the EU, Hungary has no incentive to incur the kind of costs that removal of Chinese companies from within its economy would require, when they have already begun working together in key areas such as public institutions, emergency services, educational and health institutions, and public, state-owned companies. Similarly, Spain has adopted a “neutral and independent” approach, refusing to de facto ban any supplier outright, and instead adopting a risk assessment mechanism to allow or ban mobile companies from partaking in the 5G rollout. Poland and Romania have further signed bilateral deals with the United States to permit only “trusted” suppliers of 5G networks, a move that has been challenged by Huawei as violative of EU law.

The varying political, security, and economic considerations that accompany the 5G debate have led to an absence of an extreme stance, notably a ban, being taken by Brussels. The report issued by the EU on coordinated risk assessment on cybersecurity in 5G networks identifies a key risk in the implementation of 5G as an increased and major dependance on a single supplier, which could lead to supply interruptions. Further, the report identifies that dependence on suppliers presenting a “high degree of risk” increases the impact of vulnerabilities and their exploitation by third party malicious actors, EU as a whole seems to be adopting a flexible approach, allowing its members to determine what part Chinese companies can play in their 5G networks. The EU endorses individual risk assessment mechanisms, which demand evaluation of vendors on technical competency as well as national security concerns. The potential for consensus building lies in flexibility, as well as in risk assessments which could also include mandatory signing of “no-spy” agreements with high-risk vendors, such as the one Huawei was willing to sign with governments including the UK.

The EU is considering a collective risk assessment model, whereby vendors would be declared as high risk at a regional level, and would be subject to security enhancement obligations, allowing the EU to achieve their objective of cooperation on cybersecurity. Further, since the primary competitors to Chinese 5G developers are companies founded within Europe, such as Vodafone, Ericsson, and Nokia, etc., a regional funding model to provide alternatives to Chinese equipment may be considered. These proposed alternatives could form an integral part of European digital policy to ensure that technological sovereignty, which is European autonomy in the digital sector, is a realizable aim.

Traditionally, the European governance model focuses on establishment of multistakeholder efforts, giving non-state actors authority in policy processes at a global scale. However, consensus building surrounding 5G and other cybersecurity issues requires a renewed focus into multilateral
ism to ensure broader global cooperation. The EU has adopted the multistakeholder model in their other region-wide initiatives, such as the General Data Protection Regulation (“GDPR”), where the European Commission, an inter-governmental body, established a multistakeholder expert group under its aegis to assist the identification of challenges in GDPR application from different stakeholder perspectives. The European experience during and after both World Wars necessitated protection for privacy and personal information, which then evolved into fundamental rights in the EU. In the US, however, privacy rights are balanced with commercial interests of other entities, and data privacy occasionally finds itself fundamentally opposed to the absolutist protection given to free speech within the US. China has taken a third approach to data protection through a patchwork of legal instruments and non-binding rules, which has brought it closer to global standards. In the sphere of data protection, the GDPR stands out as the instrument that places privacy at its forefront, not only within the EU, but it also requires data transfers from countries outside the EU to comply with these stringent norms. While concerns have been raised over the economic feasibility of these for smaller businesses, the EU has largely emerged as an alternative to the minimalist and state-centered data protection models of US and China, to set its own global standards. The level of protection under the GDPR was upheld only through the creation of various bilateral and plurilateral instruments mandating GDPR or other similar protection as the minimum standard. Therefore, while multistakeholderism played a crucial role in the conceptualization and implementation of the GDPR at an EU-wide level, multilateralism helped translate the GDPR into the global baseline for data protection. As a result, through increased cooperation at the regional level, continuous dialogue and knowledge sharing, Europe could be uniquely placed to lead the way in consensus building at a global level—its desire for strategic autonomy and appreciation of European interests giving it a central NAM-like role.

A review of the position taken by NAM, along with the comprehensive analysis on the European dilemma, raises the question of a potential alliance for the future of digital non-alignment. The conceptualization of non-alignment has historically been linked to neutrality. However, neutrality is not a static concept, and the ability of a state to remain neutral depends on each state’s prevailing individual political, geostrategic, economic, and social conditions. The primacy given to ideology during the first Cold War no longer exists today, and countries prefer to prioritize their economic and security interests. Viewing technological issues through political lenses, such as is being done by the US in their outright ban on Chinese equipment, is a myopic vision that the US expects its allies to unconditionally adopt. Unsurprisingly, countries in the EU and within NAM do not see this issue in such distinct black and white terms, and wish to segregate their economic dealings with China from their political ramifications.

The 5G debate is only the beginning of a world divided along technological lines, with the US and China primarily facilitating this divide. The digital era brings with it new challenges and concerns that plague countries today, and, in a digitally globalized world, the solutions to these problems necessitate global cooperation. Some of the key considerations that the UN Roadmap for Digital Cooperation highlights are the requirement for an inclusive digital economy and society, human and institutional capacity building, digital human rights, digital trust and security, and global digital cooperation. An absence of one of the above may impact the others, such as in the 5G debate, where the absence of digital trust and security due to use of what is perceived to be potentially malicious technology, directly and adversely hinders global digital cooperation in other areas.
The solutions to these concerns highlighted by the UN Roadmap require global cooperation initiatives, bringing together diverse approaches to governance frameworks, thereby incorporating both NAM’s focus on multilateralism, and the EU focus on multistakeholderism, to create platforms such as a joint EU-NAM 5G Initiative. 5G is an issue in which EU and NAM are uniquely placed, with their economic considerations requiring the creation of a non-aligned alternative to the US-China binary. The joint 5G Initiative could pave the way for EU-NAM cooperation on other digital issues of global concern, especially where there exists a similar convergence of positions due to prioritization of economic concerns, absence of existing, sufficiently competitive alternatives for self-reliance, and a desire to exercise collective influence to de-escalate global repercussions of trade conflicts. There will necessarily exist areas within cybersecurity where such cooperation may be unable to be achieved, such as data protection, where Europe’s advanced technological infrastructure, coupled with regional cultural influences, allows it to place privacy on the highest pedestal—something which the primarily developing countries that compose NAM are unable to do.\(^5\) However, the proposed initiative remains crucial for opening a dialogue of digital cooperation focused on non-alignment between two regional groups that have not exercised formal opportunities for collaboration in the past. It could also be a steppingstone to the creation of a multilateral inclusive institutional platform as NAM has called for,\(^5\) with a more even distribution of power within it. Such an initiative could be set up jointly by NAM and the EU, with one influential country from each grouping being given joint leadership. For instance, an EU-NAM initiative led by Germany and India would ensure that countries that are seen as key players within their respective regions are provided a platform to lead collaboration on a global scale. Given that the India–EU summit has already begun discussions on collaboration in the field of 5G,\(^5\) and India’s upcoming presidency of the G20,\(^5\) India’s leadership role here will facilitate coordination not only with NAM but also with the EU. This initiative must be subsequently promoted and encouraged at meetings within the EU, as well as at preparatory and official summit meetings of the NAM Contact Group. After achieving sufficient interest generation, preparatory dialogue for various administrative aspects of the Initiative may begin, which would include discussions on the Secretariat, funding, and cooperative frameworks, etc.

The crux of the initiative should be its approach toward 5G technologies—especially given the divergent positions of various states that would be party to this initiative. Most developing countries within the 5G debate are primarily concerned with avoiding technological asymmetry and do not wish to be left behind in the 5G race, nor deprived of its infrastructural benefits that would improve crucial areas such as health, education, and defense, etc.\(^5\) However, these desires are sometimes overshadowed by the national security concerns at stake, which have been at the heart of the debate surrounding 5G. Therefore, the initiative must adopt a flexible yet cohesive framework, taking inspiration from initiatives for regional cooperation adopted within the EU. Ideas such as collective risk assessment models, flexibility—with a margin of appreciation given to each member state to the extent to which high risk vendors shall be used, subject to certain additional safeguards such as “no-spy” agreements, entity-level identification of high-risk vendors, an emphasis on the phasing out of high-risk vendors by 2030, etc., would ensure that there is a degree of interoperability achieved within the initiative while still accounting for individualistic national concerns.

Simultaneously, while high-risk vendors, traditionally considered to be Huawei and ZTE due to pervasive domestic law requirements in China,\(^5\) are being phased out of the backbone of national networks, alternatives to these high-quality and low-cost technologies must also be considered to ensure that developing countries are not left without access to 5G. The funding model adopted by the EU-NAM initiative could be used to create a 5G Implementation Initiative under the aegis of the broader initiative, where regional players from the EU and NAM member states can come to
gather to collectively develop alternatives to Chinese technologies. These would require existing market players within the EU to collaborate with companies working on 5G within other states who are party to the initiative to collaboratively develop these viable and cost-effective alternatives. The initiative must ensure that it creates space for those countries that wish to rely on Chinese 5G technology, through imposing greater compliance obligations, while also providing alternatives to other countries moving away from Chinese technology on security grounds.

The Initiative may also lead the way in ensuring global adoption of proposals such as a Digital Stability Board, modeled around the Financial Stability Board, which could play a crucial role in regulation, best practices, and standard setting. The Digital Stability Board, as visualized by the Centre for International Governance Innovation, is seen as an intergovernmental body, working with various stakeholders on the coordination and development of standards on an inclusive list of digital concerns. The current centrality of 5G implies that the Board could play a role in norm setting in the sphere, and also pave the way for the development of norms around 6G. Since one of the proposals in this regard is for the Board to oversee personal information as data trusts, which is being incorporated into the domestic law of countries such as India, the Initiative would be uniquely placed to craft multilateral consensus on this. Given China’s large investments in Europe, and its efforts toward European partnerships, the Initiative could also pave the way for a multilateral dialogue with China. This would allow the initiative to truly achieve non-alignment in the digital sphere.

Despite evident ideological and political divides between certain members of the EU and NAM, including on issues that form a core part of digital cooperation, they are at least temporarily bound by the mutual desire to remain independent in a primarily bilateral conflict, with the world caught in its crosshairs. Therefore, a digital future led jointly and equally by the EU and NAM through this initiative could provide an attractive model of non-alignment for a large number of countries in Africa, Asia, and South America, who find themselves torn between either end of this debate, and assist them in achieving a balance in an increasingly polarized world. Digital non-alignment must be secured by leaders of the EU and NAM, since the fate of the digital era and the de-escalation of a Digital Cold War rests on this unlikely, yet mutually beneficial, potential alliance for the future.
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Closing the Gap: Expanding Cyber Deterrence

Michael Daniel
CEO of the Cyber Threat Alliance; Former Cybersecurity Coordinator, US National Security Council
While cyber deterrence is a logical goal, it often seems rather elusive. Certainly, the volume, intensity, and impact of malicious cyber activity have grown substantially over the last few years, leading some thinkers and practitioners to argue that deterrence will not work in cyberspace. The public evidence points in the other direction, however: deterrence can and does work in cyberspace. Nation-states could undertake regular, sustained, destructive actions in and through cyberspace if they wished, but they do not, because deterrence affects their decision calculus. Instead of not functioning at all, cyber deterrence is insufficient in its current form.

First, a gap exists between activities that cannot be realistically deterred (such as espionage) and those that are already deterred (such as nation-states undertaking widespread, frequent, destructive cyberattacks against critical infrastructure assets outside of armed conflict). Yet, activity that falls within this gap causes measurable harm, violates internationally agreed upon norms or “rules of the road” of cyber behavior, and is potentially destabilizing to international peace. Second, malicious cyber activity is often cumulative in its effects, yet individually not all that harmful. Any single theft of intellectual property or business disruption might not rise to the level of a national security threat, but, taken collectively, these activities become significant problems. As a result, cumulative, counter-normative, and consistent malicious cyber activity falling within the deterrence gap threatens many nations, damaging their national security, reducing economic prosperity, and harming public health and safety. Given the physical characteristics of cyberspace and the multiplicity of malicious actors with different motivations, a single policy approach, such as Mutually Assured Destruction, cannot shrink this deterrence gap, nor can it reduce the volume, intensity, and impact of malicious activity that might occur in a smaller gap. Rather, expanding cyber deterrence requires
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changing our mindset about how cyberspace works and creating a set of interlocking policies with different aspects, depending on the malicious actions being deterred. Implementing such expanded deterrence policies could generate substantial benefits for the digital ecosystem.

For many people, the term “deterrence” conjures up images of the Cold War and nuclear deterrence. Nuclear weapons are so destructive, so terrifying, that the primary goal for nuclear deterrence is zero use. The United States and its allies achieved that goal during the Cold War, and we have sustained that success so far in the 21st century. In fact, the resulting norm against nuclear weapon use is so deep-rooted that even non-state actors have largely shunned such capabilities, despite fears that the weapons would appeal to them. The success of nuclear deterrence means that all other deterrence efforts tend to be measured against it.

However, nuclear deterrence is not the right benchmark for cyber deterrence. First and foremost, zero use is not a realistic goal for cyber deterrence policies. The nature of cyber activities differs substantially from that of nuclear weapons; cyber effects are usually scalable, reversible, and vary widely in impact. Even nations that feel deeply about it cannot credibly threaten to conduct military strikes for low-level cyber espionage or extortion, nor does international law permit such disproportional responses. Further, the ability to confuse attribution, obfuscate activity, create ambiguity, and operate in an undetected manner makes complete deterrence infeasible. Finally, the motivations of cyber actors can differ substantially. Criminals are in it for the money, while nation-states are pursing national security goals. What deters money seekers is different from what deters security-minded government agencies.

As a result, even expanded cyber deterrence policies are not going to stop all malicious cyber activity. Such policies will not stop cyber-enabled espionage. They will not prevent nations from employing offensive cyber capabilities as part of their national security tool set, nor will they eliminate cybercrime from the Internet. A certain level of malicious cyber activity will be endemic to cyberspace, just like a certain level of malicious activity is endemic to the physical world. We can aim for a world without the use of nuclear weapons; the same is not true for malicious cyber activity.

On the flip side, arguing that “deterrence” as a concept does not work at all in cyberspace ignores what already does not happen. Nations—such as the United States, the United Kingdom, Israel, China, Russia, and Iran—could use their offensive cyber capabilities to cause widespread disruption, even physical destruction, on a regular basis. For example, as part of its efforts to disrupt the Islamic state, the United States conducted cyber operations to disrupt their communications; the United States could regularly undertake such activities against foreign governments, if it so chose. The Russian government turned the power off in Ukraine in December 2015 and December 2016; they could choose to take such actions against power plants in other countries on a regular basis. If a criminal ransomware attack can shut down a manufacturer such as Norsk Hydro or a critical infrastructure such as the Colonial Pipeline, nation-states could use those capabilities much more often than they do. Yet, they do not.

Some restraint stems from economic self-interest, because most nations benefit from the economic activity that occurs in cyberspace. Another restraint comes from practicality, as cyber operations are more difficult to undertake than Hollywood movies portray. However, since nation-states sometimes use these capabilities, economic self-interest and technical difficulty alone are insufficient to explain the lack of offensive cyber activity. These nations choose not to use their offensive cyber capabilities in this manner partially because deterrence works—using such capabilities profligately would invite retaliation through a variety of means, including physical force. To explain the
relative paucity of disruptive or destructive nation-state cyberattacks, deterrence must factor into the explanation. Even cybercriminals try to maintain a degree of anonymity and avoid traveling to Western nations, so some minimal level of deterrence operates even against cybercrime.

Although some activities cannot be realistically deterred (such as espionage) and others are already deterred (e.g., nation-states undertaking widespread, frequent, destructive cyberattacks against critical infrastructure assets outside of armed conflict), a range of damaging malicious cyber activities falls in between these two types. Some nation-states and many criminal groups are exploiting this gap. These actors use cyber capabilities to cause physical disruption and harm, but not quite enough harm in any single instance that the United States or other countries have used military force to stop it. The cumulative nature of malicious cyber activity compounds the problems from the deterrence gap. Seen as individual actions, certain activity may seem to fall below the threshold of deterrability, but, when looked at in aggregate, the effects can be enormous. Ransomware is a good example. Although most individual ransomware attacks fall below the use of force as defined in international law, collectively ransomware attacks threaten our national security, economic prosperity, and public health and safety. Ransomware’s aggregate burden is not sustainable over the long term at current levels.

Thus, the problem for cyber deterrence is not whether it works at all, but whether it can be expanded to work against a broader set of cyber activities and how to identify the activities that we want to deter. At present, the deterrence gap is big enough that activity falling within the gap is causing long-term harm to national security, economic prosperity, and public health and safety in both the digital and physical worlds. Therefore, the United States and like-minded nations should seek to implement a set of expanded cyber deterrence policies that shrink the size of the deterrence gap, reduce the volume, intensity, and impact of malicious cyber activity that falls within this gap, and reinforce agreed upon norms of behavior in cyberspace.

The United States and other nations have laid a good foundation for cyber deterrence policies through efforts to establish norms of acceptable behavior in cyberspace. Since 2013, with the agreement at the United Nations that international law applies in cyberspace and that states should adhere to eleven specified norms, international debate has focused on identifying specific actions that represent violations of those norms and how to enforce them. For the United States, its 2018 National Cyber Strategy articulated two concepts of deterrence, denial and cost imposition; the second concept is the method for holding norm violators accountable. This strategy provides a good scaffolding for deterrence policy. However, to expand cyber deterrence to better enforce the agreed upon cyber norms, all states that are serious in upholding these norms need not only to build out those concepts, but also—collectively—to think differently about cyber deterrence. Accordingly, the first step in expanding our deterrence efforts is to adopt new mental models.

Not surprisingly, the mental models most policy makers have for cyberspace are based on the physical world; after all, that world is what we experience. However, those mental models do not work well for cyberspace, because the physics and geometry of near light-speed, nodal networks and devices differ significantly from that of the continuous physical world. Any expanded cyber deterrence policies must adapt to these physical differences.
First, no locations exist in cyberspace outside the nodes; information packets can only move from one node to the next along predetermined paths. Packets cannot stop somewhere in the middle. Second, the structure of cyberspace means that concepts of “near” and “far” differ from those of the real world. Such concepts are defined by the route or path between nodes in the network, not by their physical location on earth. Thus, “proximity” also has a different meaning, depending on the path required to move between nodes. Third, fast and slow also have different meanings; “slow” on the Internet still generally means a vastly shorter time scale than in the physical world. Fourth, cyberspace borders are very different from physical borders. Contrary to the first three, this aspect of cyberspace geometry gets a lot of attention, the most frequently used adjective being “borderless.” However, conventional wisdom gets this aspect wrong. Cyberspace is not, in fact, borderless. It has a plethora of borders, with every router, firewall, and network switch creating a boundary. The issue is not the lack of borders, but the fact that cyber borders do not align with the physical world’s borders and boundaries. Further, cyber borders follow their own logic and rules, which do not necessarily comport with the nation-state political structures.

As an example of how these physical factors come together to render traditional policy approaches ineffective, take the idea of border control. In the physical world, national governments control (or try to control) the flow of people and goods into and out of their territories for many reasons, including safety and security. However, when governments try to provide “cyberspace border security” in a similar fashion, it usually does not work very well. Even China, with its Great Firewall, struggles with controlling information while still allowing the Internet to perform its economic functions. The reason for these failures flows directly from the physical structure of cyberspace. Since nodes have many connections and many paths for information to take, finding, designating, and controlling a consistent “border” is virtually impossible. A nation’s cyberspace does not have a geometric shape with a defined edge and a large interior; it is a lattice of points or nodes, with the points connected to huge numbers of other points through an incomprehensibly complex network of paths. “Interior” is a meaningless concept.

At the same time, cyberspace is not entirely divorced from the physical world, operating on some separate ethereal plane. Although people often act as if cyberspace constitutes a separate reality, all the computers, routers, switches, servers, and Internet-of-Things devices exist somewhere on the planet, almost always in some country’s territory. As a result, while the “geography” of cyberspace differs from that of the physical world, it is not entirely separate from it either.

Once mental models change to account for the different physical characteristics of cyberspace, the second step is to apply the new models to traditional deterrence approaches to see what factors need to be accounted for. Conducting such an analysis reveals at least three factors that effective cyber deterrence policies must incorporate: the need to involve non-governmental actors, the overlapping combination of malicious cyberspace actors and their motivations, and the necessity of action.

In traditional deterrence models, governments are the only actors. Among other factors, such as technical capability, the nature of cyberspace borders requires us to expand our deterrence policies to encompass additional actors, including the private sector, non-profits, and individual citizens. If no “interior” exists in cyberspace, then every person, company, organization, and government occupies some portion of a cyber border. In turn, if every organization inhabits a cyber border, then governments cannot provide cyber “border security” on their own. Further, non-state actors dominate the cyberspace ecosystem, and the Internet itself is managed through a multistakeholder model. As a result, if we want cyber deterrence policies to expand into the gap, those policies
must involve many more players than just national governments. They must incorporate the private sector, cybersecurity providers, cloud service providers, telecommunication companies, international organizations, non-profits, civil society, and critical infrastructure owners and operators. Thus, the level of coordination and organization required for effective cyber deterrence policies is much higher than in traditional deterrence efforts. Getting all those divergent actors aligned with respect to goals and activities requires more time, effort, and energy than do traditional deterrence initiatives. The work of aligning these disparate groups’ activities can be considered “operational collaboration.” Since the government cannot compel collaboration (at least in the United States and most like-minded countries), such operational collaboration depends on nonstate actors’ willing participation. Since we have not fully developed this concept of operational collaboration sufficiently to put it into practice, our previous efforts at deterrence have fallen short.

The second factor stems from the overlapping and sometimes ambiguous nature of the targets of deterrence. Traditional military or nuclear deterrence seeks to dissuade other national governments from undertaking certain military actions. It also typically focuses on an effectively small number of people within those governments. Traditional criminal deterrence is most frequently domestically focused, aimed at actors that are exclusively criminals, and spread broadly across a population. For cyber deterrence, the situation is more complex. The line between nation-state and criminal actors has become very blurred in cyberspace, whether due to the use of criminal groups as proxies (in the case of Russia) or because the government is carrying out criminal activities to circumvent international economic sanctions (in the case of North Korea). As a result, the elements related to national governments and criminals are intermixed. At the same time, though, nation-states and cybercriminals undertake malicious cyber activity for fundamentally different reasons.

Cyber deterrence policy must deal with these different motivations simultaneously. Yet, deterring someone who is seeking money is very different than deterring someone who is personally committed to advancing a cause. Actions that choke off financial flows might deter a money-seeking cybercriminal, but will not dissuade a hacktivist. Cybercriminals spend a very limited amount time or resources trying to access any given target’s network. If it proves too difficult or time-consuming, they move on to other, easier-to-access victims. Accordingly, deterrence by denial often proves highly effective against cybercriminals. A nation-state, however, can be much more patient, biding its time, and expending many more resources to access a given target if they need to access that target to advance their national-security goals. Given the intertwined nature of malicious cyber actors, expanded cyber deterrence must combine policy components from military and criminal deterrence with approaches that are aimed at deterring different motivations, depending on the specific situation.

Based on this logic, the United States and those states interested in upholding the agreed norms should broaden the variety of tools used to impose different kinds of costs on the adversaries. Focusing on only one kind of cost imposition, such as an overwhelming military response or a technical cyber response, will not credibly deter as broad an array of malicious cyber actors as needed. Interlocking, multi-faceted cyber policies will have many different cost imposition elements, each aimed at a different type of malicious behavior.

Finally, cyber deterrence requires action. Nuclear deterrence relied on the threat of action, but it did not require demonstrations in the physical world to be credible. Since the potential damage from
nuclear weapons was so vast and irreversible, the threat of credible retaliation was sufficient. In fact, with zero use as the goal, the less action and the less direct confrontation, the better, as far as traditional deterrence initiatives were concerned. Nuclear weapons use was and remains binary—either they are used or not. They only result in permanent destruction and any individual weapon cannot be scaled up or down in destructiveness.

This situation is reversed for cyber deterrence. Malicious cyber action is not binary; it is often reversible, and frequently scalable, with a wide array of consequences. As a result, the mere threat of action is not sufficient to expand deterrence into the gap. Thus, enhanced cyber deterrence policies will involve action and retaliation. Such actions do not have to involve the use of military force or even military components at all, although they can. Diplomatic, law enforcement, technical counter-cyber operations, and economic penalties should also form part of that array.

With a revised mental model in place and key policy factors incorporated, the third step in expanding cyber deterrence is identifying policy design differences from traditional or current deterrence efforts. Specifically, expanded cyber deterrence policies should differ in five ways: clearly defining the new activity to be deterred, making use of comparative advantage, linking cyber issues with non-cyber issues explicitly, encompassing more than technical cyber actions, and involving active disruption.

While some ambiguity can be helpful in deterrence, too much ambiguity reduces its utility. To date, the United States and its allies have not clearly tied deterrence efforts to behavioral benchmarks. Such benchmarks would not constitute redlines (as in, if you do x, we will do y), but rather an articulation of what malicious cyber activities the United States and its allies seeks to deter beyond what is already deterred. Thus, the first design difference would be to tie expanded deterrence policies to specific behaviors. Already agreed upon international norms of behavior, such as the eleven United Nations norms or those proposed by the Global Commission on the Stability of Cyberspace, provide a tailor-made set of behaviors to incorporate into an expanded deterrence policy design. Reducing ambiguity in behavior that the United States and its allies want to deter does not require committing to a specific action in response to such behavior, but effective deterrence does require a consistent overall response to such activities.

The second design difference lies in identifying an organizing principle for the effort. Since expanded cyber deterrence policies will rely on operational collaboration among a broader array of actors than will traditional deterrence activities, the challenge becomes one of building, organizing, aligning, and sustaining that collaboration. Trust is an oft-discussed ingredient of such collaborative efforts, and it is extremely important. However, a second, less examined enabling principle should be comparative advantage. Specially, cyber deterrence efforts should explicitly consider which private sector or non-profit organizations have the comparative advantage in a given task or function, and governments should closely examine where their comparative advantage lies.

Cybersecurity vendors can bring their technical understanding of how networks and devices function to shape operations, and their intelligence to help identify targets. Internet Service Providers, Cloud Service Providers, and Hosting Providers can focus on disrupting the adversary’s technical infrastructure. Civil society and non-profit information sharing and analysis organizations can play connective roles, bringing together the disparate players and ensuring a broader picture of what is occurring. Governments should focus on adding context derived from intelligence and taking direct action against malicious actors. By leveraging different organizations’ comparative advantages, a wider approach to cyber deterrence would have a multiplier effect, where the sum is
much greater than the individual parts. For governments, a significant challenge is engaging these nonstate actors in a way that does not treat them as subordinates, but as partners. Fortunately, many organizations already are convinced of the need for concerted international and multistakeholder actions to uphold norms of good behavior in cyberspace, and they are waiting for an appropriate engagement forum to emerge. The recently concluded first round of the United Nations First Open-Ended Working Group (OEWG) on the challenges of ICT in the context of international security demonstrated how important it is to reach out to nonstate actors.

Since the impact of malicious cyber activity is not constrained to cyberspace, efforts to deter such activity should not be confined to cyberspace either. Thus, cyber deterrence policies should explicitly link cyber issues, such as harboring cyber criminals, with non-cyber issues that the target nation cares about. For example, if Nation A wants support for a resolution on topic “x” at the United Nations and that nation is well-known for harboring cyber criminals, then other nations should require a decrease in malicious cyber activity emanating from Nation A’s territory. Such linkages would be consistent with the international law principle of effective control; under this concept, governments are obliged to address criminal activity that emanates from their territories. The Obama Administration learned a similar lesson in linking cyberspace to the physical world when dealing with China’s theft of intellectual property; only after the United States was willing to connect that issue with other issues in the relationship, and raise it continually through every channel possible, did China formally agree to limit such activities. Linking cyber deterrence to broader geo-political relationships and actions will increase the ability to shrink the gap and reduce activity.

As many cyber policy experts have noted, malicious cyber activity should not be met only with cyber-based responses. This aspect forms the fourth design difference from traditional nuclear deterrence. Effective cyber deterrence requires integrating non-cyber tools, such as diplomacy, economic sanctions, financial system constraints, civil legal processes, law enforcement action, and even military action. Technical cyber actions will certainly be a part of the tool set, but will only form a small part of it. Thus, cyber deterrence policies will employ a wide range of tools, selecting the tools that will have the greatest effect on the intended target. Since cybercriminals are motivated primarily by money, focusing on bringing the cryptocurrency exchanges into compliance with global financial rules could be a very effective tool against them. On the other hand, a nation-state actor might be more concerned with diplomatic losses.

Finally, effective cyber deterrence policies will require regular, sustained disruption of malicious cyber activity. Such disruption should be technical, logistical, legal, financial, diplomatic, and, if necessary, kinetic. Increasing the scope, scale, and cadence of disruption activities would impose real costs on our common adversaries; given the level of malicious activity currently occurring, deterrence will not be credible unless it is backed by clear, decisive action. Further, rather than reaching a steady end-state, cyber deterrence policies should seek to push the digital ecosystem into a dynamic equilibrium. Activity would occasionally increase, necessitating stepped up disruption activity; at other points, activity would drop below the equilibrium level, allowing nations to shift some resources to other problems.

If the United States, its allies, and like-minded nations were to deploy expanded cyber deterrence policies with these five features, doing so could achieve two strategic goals. First, the cyber deter-
rence gap would shrink, effectively expanding the range of deterrable activity. Second, the volume, intensity, and impact of malicious activity that falls within that narrower gap would be reduced.

Counterintuitively, these expanded cyber deterrence policies could narrow the deterrence gap by more clearly defining the acceptable uses and effects of offensive cyber capabilities. Cyber deterrence allows for such a possibility precisely because it does not seek zero use, but instead aims for risk management. By gaining broad agreement on the acceptable uses for offensive cyber capabilities outside of active armed conflict, the inverse would also be true: we would have a better understanding of the actions and effects that are outside the bounds. Such an outcome would enable countries to understand and plan for how offensive cyber operations might be used, and it would provide a benchmark against which to measure nations and other actors. This outcome would also allow like-minded nations to protect not just critical infrastructure services or property from cyber operations, but also to protect other kinds of activity, such as democratic elections. Since not just governments, but a broad, multi-stakeholder coalition would have helped create these definitions, the ability to take legitimate action against those entities pursuing “out of bounds” activities would increase.

These expanded, interlocking cyber deterrence policies would also reduce the level of malicious activity endemic to the digital ecosystem. While the United States and its allies cannot eliminate malicious cyber activity, they can reduce such activities to a manageable level over the long run. Expanded cyber deterrence policies could help achieve this goal by reducing criminal safe harbors, the impact of ransomware, and the use of proxies.

Expanded cyber deterrence policies would shrink the number of countries harboring cybercriminals in two ways. Capacity building already forms a part of cyber deterrence; enhanced policies would dramatically expand these efforts. Therefore, if a country lacks the technical capability to pursue, arrest, and prosecute cybercriminals, then a combination of private sector, NGO, and foreign government resources would provide a backstop. On the other hand, if a country currently perceives harboring criminals as beneficial, then cyber deterrence policies that are more tightly coupled to other, non-cyber interests will alter that calculus. Instead of seeing cybercriminals as a cost-free augmentation of government capabilities, the country would take on some liabilities.

Ransomware has transitioned from an economic nuisance to a national security and public health and safety threat. The level of economic damage, the resources now financing other criminal activities, and the impact to public health and safety have become too large to sustain. Cyber deterrence can play a role in combating this growing threat. As with malicious cyber activity more broadly, cyber deterrence might seem useless against ransomware attacks. However, the multi-stakeholder Ransomware Task Force sponsored by the Institute for Security and Technology recently released a report with almost fifty policy recommendations for reducing the scope, scale, and impact of ransomware; almost a quarter of these recommendations focused on using deterrence against ransomware. Along with preparedness, disruption, and response, deterrence was one of the four main policy areas in the report. The Task Force embraced deterrence not only as a possibility but as a critical element in the fight against ransomware.

Finally, expanded cyber deterrence policies could help disentangle cybercrime from nation-state activity by discouraging the use of proxies. Since the United Nations Group of Governmental Experts issued its consensus report in June 2013, many governments have come to agree that one norm of responsible behavior in cyberspace is that countries are responsible for malicious cyber activity emanating from their territory, regardless of whether they are aware of such activity before
it occurs. Expanded cyber deterrence policies tied more explicitly to these norms would increase international and multistakeholder pressure on nations to reduce the use of proxies. Coupled with better definitions of acceptable behavior, the ability to use “plausibly deniable” proxies would decrease because nations would be responsible for such behavior. By holding nations more accountable for damages, even if unintended or stemming from supposedly non-state actors, a cyber deterrence initiative could constrain the more profligate use of proxies. This constraint would also encourage nations to be more targeted and cautious in their use of cyber tools, and in turn reduce the impact of these operations on the ecosystem.

As the digital ecosystem becomes ever more integral to the functioning of societies around the world, establishing effective cyber deterrence policies becomes a critical, even existential requirement. Although some scholars have argued that we should abandon the concept of deterrence in cyberspace, without effective deterrence policies cyberspace will become a net liability rather than an asset. The good news is that, while it does not work in the same manner as nuclear deterrence, cyber deterrence already works to some degree. The United States and like-minded nations intent on upholding the agreed norms need to expand deterrence’s reach, stopping more malicious cyber activity before it occurs, and they need to reduce the impact of any remaining activity to sustainable levels. Sustained, coordinated cyber deterrence policies that properly account for cyberspace’s nature and that have the characteristics outlined above would enable the United States and its allies to better enforce the already agreed to norms of behavior in cyberspace. It could also reduce the impact of cybercrime on our economies and public health and safety. Such an effort can work, but it can only do so through sustained, high-level commitment, and a realization that we cannot solve our cybersecurity problems, we can only manage their risks. But managing those risks effectively would generate huge benefits for everyone.
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Internet governance has moved beyond a narrow technical dimension of the early days and come to include all the key social topics, ranging from the digital economy, technological innovation, and military modernization, to political stability. It compasses all the stakeholders of the state, private sector, and civil society, and involves all the government institutions from commerce to defense. While the Internet empowers the grassroots and creates new opportunities for social justice, it is increasingly being haunted by military adventures, power competitions, disinformation campaigns, and financial fraud. Luckily, the plurality of relevant actors in cyberspace means that many of the proposed norms on regulating cyber behavior have wider appeal than it may seem.

This article firstly discusses how China perceives external threats, and observes that history or sovereignty is China’s dominant perspective about cybersecurity. Then, it points out the fact that China is the most dependent country on the digital economy, and development is the dominant perspective in that field. It argues that China’s worldview about cyberspace is reflected in its Confucian and Daoist traditions, and recommends a transnational and pluralistic approach to looking at cyberspace. It concludes with an analysis of several developing cyber norms.

In terms of security, a dominant Chinese perspective about cyberspace has been shaped and predetermined by past historical experiences and memories inherited and projected from the agrarian and industrial ages. This can be said to be a Chinese perspective about cybersecurity, under which cyberspace is a new domain where external threats originate.
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In agrarian centuries, external threats mainly came from the land, and nomads in the territories north and west of the Great Wall had a natural tendency to execute large-scale invasions in times of bad weather and in periods of China’s disunity. The need to exercise national defense against nomads is one of the three factors ruling out the possibility of a decentralized China, in addition to the necessity to tame the Yellow River and the obligation to commit vast resources to save people and regions struck by drought and flood caused regularly by fluctuations in the monsoon rainfall. Against such a backdrop, a unified China was born as early as 221 BC, and this feature of early unification and centralized governance serves as the sole and most evident difference between Chinese and European cultures. From then on, unity, oneness, and harmony as important Chinese cultural values have been emphasized.

Over the industrial centuries, major threats were from the sea, and China was repeatedly defeated by European and Japanese powers. The one hundred years, from the 1840s to the 1940s, of foreign subjugation and occupation is referred to as the “era of national humiliation” in history discourse and political rhetoric. The desire to account for this is reflected in the first words of the Chinese national anthem, which call on China to “stand up.”

In the digital age, cyberspace has been added as a new frontier where external threats against China’s integrity and unity originate. At the beginning, cybersecurity was understood from an information security perspective. The online content filtering system known as the Great Firewall started to operate in 2003. The 2013 Snowden leaks made China aware of the fact that Chinese targets—ranging from private companies such as Huawei, to universities such as Tsinghua University, to the very top of China’s leadership, China’s President—are vulnerable to foreign intelligence agencies.

It was within this context that institutional reforms were made and the Leading Small Group for Cybersecurity and Informatization was established in 2014, representing a distinctive shift of approaching Internet issues from a perspective of economic growth and content challenges, in addition to that of infrastructure security. In December 2015, the Chinese President, Xi Jinping, proposed the notion of cyber sovereignty as a response to external cyber threats.

Development is the dominant perspective when looking at the Chinese economy in general and the digital economy in particular. On 20 September 1987, China successfully sent the first email to Germany, entitled “across the Great Wall we can reach every corner in the world.” On 20 April 1994, China achieved full-functional connection to the Internet by opening a line through Sprint Co. Ltd. The Internet was introduced into China in the late 1980s and early 1990s, in a social background with two distinct features.

Firstly, the first unique feature was the rise of the grassroots user base. Decades of radical revolutions and social movements had flattened the traditionally hierarchical Chinese society and removed the ropes and chains binding the people, such as imperial authority, clan authority, religious authority, and patriarchal authority. Radical revolutions went to such extremes that traditional hierarchical codes were abolished. Buddhist temples were torn down, family-tree books were burned, and worship of ancestors was abandoned. Most effective of all, gender equality has been legally guaranteed. Without these steps, it is difficult to imagine that a grassroots user base—with the Internet being available to the common people—would have been possible at all.
A second feature was the rise of the market. The Third Plenary Session of the 11th Central Committee held in 1978 paved the way for the installation and prosperity of market mechanisms, in pursuit of modernization. Private ownership was acknowledged and legally regulated. Economic development was the new logic of social evolution. As a result, China entered a massive economic growth phase unlike anything in human history. Chinese society is therefore undergoing a rapid transition on three levels: the agrarian level, the industrial level, and the informational level. Unlike with advanced Western economies in which the industrial phase alone took three centuries, the two transitions on the three levels have been happening simultaneously in China over the last four decades.

It was against this social background, featured by the co-rise of the grassroots users and the market, that the Internet was introduced into China in the late 1980s, where it unleashed waves of innovations and changes that are arguably deeper than that which has been witnessed elsewhere. Led by the Internet and new ICTs, and globally integrated into the world economy through trade regimes such as the WTO, these innovations have nurtured the emergence of scores of leading companies. This includes the manufacturer Huawei, technology conglomerate Tencent, electronics company Xiaomi Inc., and also Internet giants such as the Internet search engine Baidu, e-commerce giants Alibaba and JD.com, the online content platform ByteDance, life service platform Meituan, ride-sharing giant Didi, microblog social network Sina Weibo, and video-hosting service Youku Tudou, among others.

These domestically or locally dominating technology companies, together with a plethora of other digital businesses, are defining the digital lifestyles of nearly one billion Chinese Internet users. China’s digital economy was valued at 39.2 trillion Yuan (approximately 6 trillion USD) in 2020, accounting for 38.6 percent of the GDP of the same year, and from that perspective making China the most dependent country on the digital economy. This pursuit for digital prosperity serves as the economic reason for China’s vision about building “a community of shared future for mankind in cyberspace.” This makes China the least willing and the most anxious to see signs of fragmentation of the Internet, and a potentially strong supporter of many developing cyber norms proposed by state or non-state actors as diverse as Microsoft Corporation, the Global Commission on the Stability of Cyberspace, the Carnegie Endowment for International Peace, the Internet & Jurisdiction Policy Network, French President Emmanuel Macron, and Internet pioneer Tim Berners-Lee.

In contrast to the Chinese perspectives of approaching cybersecurity from history or from a sovereignty perspective, and approaching the digital economy from a development or globalization perspective, a typical Western way of addressing cyberspace, however, often seems viewed through a lens of good guys versus bad guys, or even good versus evil. While the Chinese viewpoint sees itself as essentially pragmatic, it often considers the Western viewpoints to be essentially moralistic, at best. From the 2017 Trump Administration onwards, this worldview of good guys versus bad guys has become increasingly salient and has been translated into concrete digital policies, driving global Internet governance into a downward spiral of fragmentation and foreseeing a scenario of a digital Cold War.

Represented by the Clean Network Initiative, a systematic and historically unprecedented intervention in the global supply chain is taking place. This not only interrupts the roll-out of 5G, seen as being an important technological development, but also other cutting-edge technologies. These anti-trade measures are gaining momentum and casting divisions in the global Internet ecosystems at the cost of global businesses.
Numerous proposals and initiatives demonstrating the good-guys-versus-bad-guys perspective are being made. Nations as diverse as Russia, China, Iran, and North Korea are conveniently categorized together by a plethora of politicians, think tankers, and sometimes even by academia, and packaged into enemies, bad guys, adversaries, or, at best, as competitors. These voices claim to warn about “the rise of digital authoritarianism.” China was labeled as representing a “digital authoritarian model” and was constantly accused of spreading “authoritarian tech.” At the same time, the EU and the United States are called upon to work on “countering digital authoritarianism” and “addressing China together.”

The increasing popularity of the rhetoric happens before a backdrop of rising geopolitical tensions in the digital and non-digital realms. But the terminology is not new. Broadly, it resembles a digital rearticulation of a mixture of Orientalist imaginations, a Cold War ideological framework, and a Huntington lens of civilizational clashes.

Specifically, it is a digital rebirth of Four Theories of the Press: authoritarian theory, libertarian theory, social responsibility theory, and Soviet Communist theory, which were written in the years of the Cold War. All the good virtues, such as libertarianism and social responsibility, are owned by the West. All the bad characteristics, such as authoritarianism and Soviet Communism, are attached to the others. The Four Theories framework of thinking had influenced media and communication learners for decades before it was systematically reflected and fundamentally challenged, in Media, Messages, and Men, Agents of Power, Last Rights: Revisiting Four Theories of the Press, and Normative Theories of the Media.

Rather than applying the good-guys-versus-bad-guys perspective, it would be more appropriate to argue that all societies and cultures have both authoritarian and libertarian orientations in handling the mixed security and development challenges posed by cyberspace, and each orientation occupies a position in the libertarian-authoritarian continuum.

Under such a thought experiment, the United States as a nation in itself owns the most authoritarian and the most libertarian elements of Internet governance, occupying the two ends of the continuum. The U.S. military and NATO, located in the far left of the continuum, are, knowingly or not, shaping the most authoritarian elements of Internet governance, by imagining enemies or adversaries that need combating. On the other side, the U.S. IT sector, Silicon Valley, and Internet technical communities, located in the far right of the continuum, are promoting the most libertarian version of Internet governance. They represent two contradictory values and practices, and their ways of cooperation and competition in the digital age would, to a large extent, decide the fate of the Internet. There has never been a singular value about cyberspace, even in the United States itself—the birthplace of the Internet.

The same may also be true about China, which has its authoritarian and libertarian traditions that are represented by Confucianism and Taoism. They are the hidden codes that guide thinking about old fields and new domains. Taoism and Confucianism are both opposites and complementary. Xiao summarizes: “Whereas Confucius and Mencius, one of the foremost Confucian thinkers, promoted moral cultivation and a hierarchical system of human relations as solutions to the social chaos of their times, the founders of Taoism, the mythical Laozi and Zhuangzi, viewed such moral and social efforts as artificial constraints on the very nature of human beings and the Tao (Way) of the universe. While the Chinese viewpoint sees itself as essentially pragmatic, it often considers the Western viewpoints to be essentially moralistic, at best.
Laozi and Zhuangzi advocated the idea of *wuwei* (effortless action), which has led to Taoism being associated with the themes of naturalness, spontaneity, relatedness, pluralism, anarchism, and laissez-faire government.

Chen observes that the fundamental difference between Confucianism and Taoism is that they evolve respectively into the ideological agents of state actors and non-state actors, and the former often serves a restricting role, the latter an intriguing and liberating role. The early days of Internet growth were an annotation of a Taoist approach. “Its development was driven by non-governmental developers, providers, and users of the new services.” “Internet standards, codes, and guidelines...came not top down by majority voting of elected parliamentarian representatives, but were drafted bottom up by the respected and competent key players of the global Internet community.”

As cyberspace evolves to include more stakeholders, tensions between different pillars of society exist. State, commercial, and grassroots logics meet, expand, interact, and compete in the new domain. Domestic disagreements between different actors about how the Internet should be governed are no less evident than in the global arena.

As one example, the private online video platforms did not rise and succeed in China overnight. They survived a most tightly regulated broadcasting sector, and it took many struggles to push back China’s state efforts to have them nationalized. As another example, the cities of Beijing and Shenzhen have drastically different ride-sharing policies, reflecting different local priorities. In terms of the grassroots Internet financing industry serving a completely new consumer credit market, there have been rising tensions between the new companies and vested interests in the state-controlled banking sector.

Together with all the domestic and geopolitical realities, cyberspace differs from many other domains in that it covers a whole spectrum of dimensions, and these dimensions are interconnected and intertwined due to the oneness nature of the global Internet. Under the circumstance, globally speaking, it is difficult to repeat the successes in nuclear weapons (*Treaty on the Non-Proliferation of Nuclear Weapons*), sea (*United Nations Convention on the Law of the Sea*), and climate change (*Paris Climate Agreement*). The current fragmented landscape of cyber and digital dialogues will continue for longer than perhaps was originally hoped by early observers.

However, in spite of the challenges and frustrations, global efforts to reach agreement on certain cyber norms are delivering positive results. States, businesses, and civil society actors are seeking global solutions. In December 2014, Microsoft proposed six cybersecurity norms. In November 2018, the Global Commission on the Stability of Cyberspace issued its final version of an eight-norms package. Many of these norms were already referenced in the nine principles of the Paris Call.

In July 2019, Tim Berners-Lee published the first draft text of the Contract for the Web, proposing eight principles by which to save the Internet. In September 2020, Chinese Foreign Minister Wang Yi launched Global Data Security Initiative, outlining eight principles calling for a facts-based approach instead of an ideological one, by which to solve global data disputes. In March 2021, the OEWG 2019-2020 published its final report. In May 2021, the UN GGE 2019-2020 adopted a consensus report.

While the above-mentioned initiatives reveal quite different understandings about cyberspace, they contain many vivid details and, most important of all, they aim at seeking global solutions rath-
er than at just making accusations. State and non-state stakeholders’ positions regarding cyber espionage, the public core of the Internet, cross-border content, and cybersecurity vulnerability, are gaining visibility. Most tellingly, a number of seemingly very different norms have turned out to be closer to each other than they had originally seemed.

These norms-building processes, with varying degree of success, underline a consistent and constructive thread in the global cyber dialogue. They persist in seeking global solutions and refuse to be carried away by increasing geopolitical tensions. Within the processes, actors from technical and political backgrounds meet, stakeholders from security and business circles communicate, and people with idealistic and realistic viewpoints cooperate.

The first example is the so-called Cyber Espionage Norm. On 25 September 2015, China and the United States came to an understanding about cyber espionage activities. The norm limits the activity of espionage in that it disavows intellectual property thefts by military and intelligence agencies “for intent of commercial advantage,” while not addressing other forms of espionage. The norm was reconfirmed also between China and Britain (2015), the United States and India (2016), and China and Canada (2017), and was found in Group of 20 (2015) and Group of 7 (2017) outcome documents. It is also one of the nine principles of the Paris Call (2018). The most salient feature of the original Xi-Obama agreement is that it protects the vulnerabilities of the industry but does not weaken the strengths of the intelligence actors on either side. By that token, the norm symbolizes a win-win result, perhaps not just between China and the United States, but also between the industry and intelligence agencies.

The second example is the Non-Interference with the Public Core of the Internet Norm. On 21 November 2017, the Global Commission on the Stability of Cyberspace (GCSC) issued a call to protect the public core of the Internet. The norm started as a report submitted in March 2015 to the Dutch Ministry of Foreign Affairs. “Its main argument is that the Internet’s infrastructure and core protocols should be regarded as a global public good that is in need of protection against unwarranted interventions by states and other parties.”

The norm is similar to the cyber espionage norm in wording, and it nevertheless implies a message that penetration into undersea cables is permitted as long as it does not cause tangible damages. On the other hand, the most valuable part of the norm is that it may help to reduce the anxieties of many non-Western nations about the theoretical possibility that their country code top-level domains, such as .uk, .de, or .cn, might be removed from cyberspace.

The norm’s association with global public good does not appear in the final report of the GCSC, but does appear in the 2019 EU Cybersecurity Act, which states: “The public core of the open internet, namely, its main protocols and infrastructure, which are a global public good, provides the essential functionality of the internet as a whole and underpins its normal operation. ENISA should support the security of the public core of the open internet and the stability of its functioning, including, but not limited to, key protocols (in particular, DNS, BGP, and IPv6), the operation of the domain name system (such as the operation of all top-level domains), and the operation of the root zone.”

China’s diplomatic position about the public core norm remains hesitant and unclear. In a statement about the initial pre-draft of the OEWG report, China comments that the concept “has not gained global consensus yet.” However, the norm, particularly the EU Cybersecurity Act version that brings back the phrase “global public good,” gives a firm commitment about cyber stability and should be welcome in China.
The third example is the Vulnerability Norm. In December 2014, Microsoft published *International Cybersecurity Norms: Reducing Conflict in an Internet-Dependent World*, and proposed six bold norms to limit conflict. The first norm proposed that states should be prohibited from inserting vulnerabilities or backdoors. The Microsoft proposal turns out to be the most prohibitive norm among similar proposals.

In contrast, the GCSC’s proposal about the vulnerability norm is not as restrictive. It says that “state and non-state actors should not tamper with products and services in development and production, nor allow them to be tampered with, if doing so may substantially impair the stability of cyberspace.” The GCSC norm singles out the development and production phases and, meanwhile, the norm implies that even the development and production phases can be tampered with, if the action does not impair cyberstability.

Chinese legal language often indirectly indicates a prohibitive signal about inserting backdoors by state actors. However, China’s *Global Initiative on Data Security* does not mention how state actors should behave, but makes it clear that “ICT products and services providers should not install backdoors in their products and services to illegally obtain users’ data, control or manipulate users’ systems and devices.”

The fourth example is the norm to not use ICTs to interfere with the internal affairs. On 9 January 2015, the Shanghai Cooperation Organization (SCO) proposed the *International Code of Conduct for Information Security* to the United Nations, pinpointing such a wording about ICTs and internal affairs.

The SCO proposal is broad and contains both technical and content elements, but tilts more toward content. It has something in common with the suggestion in the *Tallinn Manual 2.0* that cross-border propaganda may constitute a violation of sovereignty if it incites turmoil. Seeing itself as a victim of decades of one-way flow of information, China is more than willing to further define norms in this aspect.

The proposed norms in this area are either technically focused or content focused. A pure content perspective is reflected in Article 20 of the *International Covenant on Civil and Political Rights*, prohibiting “any propaganda for war” and “any advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence,” and the digital application of this international legal instrument is inspiring the cross-border content moderation working group at the Internet & Jurisdiction Policy Network, based in Paris.

GCSC represents a technical perspective when proposing a norm to protect electoral infrastructure, saying, “state and non-state actors must not pursue, support or allow cyber operations intended to disrupt the technical infrastructure essential to elections, referenda or plebiscites.”

The above norm-building processes show that, even though there may be very different motivations for actors to propose or agree upon a specific norm, in technical detail and outcome they may be more alike. This realistic, pragmatic, yet global way of approaching cyber challenges increases the odds of finding commonalities between different states, stakeholders, and cultures, reduces the scenario of a digital Cold War, and pushes global Internet governance toward a digital commons, similar to the current direction in which global co-operation on climate change is heading.
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Tensions between the major powers have risen significantly in recent years, and cybersecurity matters have been some of the key flash points. The U.S. has long perceived that China has fueled its economy and military rise by stealing intellectual property, and the Russian government interfered in the 2016 U.S. elections using disinformation and influence operations in cyberspace. Conversely, Russia and China have expressed consternation about U.S. “left of launch” and Stuxnet-like capabilities that threaten their infrastructure and their strategic forces. Reciprocal concerns have been widespread over quotidian hacking, interference, and in some cases destruction of private-sector data and systems.

U.S. Government responses to these challenges have run the gamut. U.S. policymakers have indicted foreign military operators for cybertheft, treating these incidents as traditional espionage, and analysts suspect that in other cases the U.S. has undertaken reciprocal responses where the behavior was more injurious. But the policy community also seeks new diplomatic solutions. A 2014 bilateral agreement between Presidents Obama and Xi Jinping attempted to reduce cy-
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bersecurity tensions by proscribing states conducting intellectual property theft in cyberspace for commercial gains, and by establishing new track 1.5 groups to work on cyberspace law enforcement and military stability issues. But tensions around cyberspace issues have only risen since 2014, and arms control proponents seek additional rules of the road and consultative mechanisms to build stronger adherence to international law and norms and to create new channels of engagement between militaries and diplomats.

At first blush, a cyberspace agreement that emulates the 1972 incidents at sea (INCSEA) agreement—which built similar mechanisms for the high seas once the Soviets established a blue water Navy—seems like a plausible avenue toward stabilizing military cyberspace affairs. However, in our analysis the idea of an INCSEA for cyberspace fails to be relevant to today’s security environment on three key counts: it does not match the political conditions between the major powers, it does not fit the operational realities of the cyberspace domain, and it does not address the key policy challenges and stability challenges related to cybersecurity. To make these points, first we will lay out the INCSEA agreement in historical context to understand the conditions leading to its promulgation and the problems it solved. Second, we will analyze the INCSEA concept in the face of the operational realities and policy problems in the cyberspace domain, and third we will discuss how it falls short of addressing the key problems of the cyberspace domain today.

The Agreement between the U.S. Government and the Government of the Russian Federation on the Prevention of Incidents On and Over the High Seas was signed on May 25, 1972, by Secretary of the Navy John Warner and the Soviet Union’s Commander in Chief of the Navy Sergei Gorshkov. Commonly referred to as INCSEA, the bilateral agreement binds both parties to stated rules for the conduct of each country’s ships and airplanes on and over the high seas to reduce the risk of escalation.

INCSEA established a code of conduct for transparency, non-interference, information sharing, advanced notice of activity, and annual consultations, as well as an agreement to avoid threatening activity. INCSEA built on previous international agreements—such as the 1958 Geneva Convention of the High Seas—that codified rules for the operation of military and civilian vessels on and above the high seas. INCSEA does not restrain limits on force size, exercises, or the operation of each nation’s navy or air force.

Representatives from the United States and Russia meet annually on a bilateral basis to reaffirm INCSEA and to discuss its application of ship-to-ship and air-to-air contact during the previous year. The consultations preserve INCSEA’s continuity and place it in a suite of important bilateral confidence building measures originating in the relaxation of Cold War superpower tension in the early 1970s period of détente.

President Lyndon Johnson’s administration exchanged the first diplomatic notes with the Soviet Union that ultimately culminated in INCSEAs 1972 signing at a high tide of superpower diplomacy. Informal bilateral discussions between the navies began in 1966, but a worrying crescendo of near
misses in 1968 convinced the Departments of State and Defense to amplify requests for a formal agreement. A TU-16 bomber, in one instance, crashed in May 1968 after buzzing U.S. ships operating in the Norwegian Sea, raising the risk of collisions that could spiral into escalation. Undersecretary of State Nicholas Katzenbach wrote Deputy Secretary of Defense Paul Nitze in 1968 warning him of the risks and an ostensible lack of interest from the Soviet Union. Overtures throughout 1968 from the U.S. Departments of State and Defense to Soviet counterparts went unanswered until the climate of superpower relations improved.5

Henry Kissinger notified Richard Nixon that the impasse broke in 1971 after Soviet diplomats formally requested consultations on incidents at sea. The president approved Kissinger’s request to proceed with formal dialogue and consolidate the effort in the hands of the National Security Council in place of overlapping formal and private conversations.6 “We seem to be enjoying something like an ‘era of good feeling,’” the United States’ ambassador to Russia reported after productive deliberations between the two superpowers on incidents at sea. Forward progress on a future INCSEA occurred, however, only in the context of Détente’s thaw.7

The Soviet Union and the United States signed INCSEA during a 1972 summit in Moscow when Nixon and Soviet Premier Leonid Brezhnev signed the Strategic Arms Limitation Treaty. In preparation for the state visit, Kissinger alerted Nixon that a raft of agreements on disparate subjects were slated for announcement: space, the environment, health, science and technology, commerce, and incidents at sea. Both parties formalized INCSEA amidst a rewiring of the frayed bilateral circuits to resume conversations on traditional state-to-state matters.8

INCSEA and the decades of annual consultations improved the condition of naval security and strategic stability for approximately fifty years. It ensured safety of navigation on and over the high seas even during instances of heightened tension, provided commanders with stated rules, created the bilateral machinery for dialogue, and reduced the opportunity for pilot or captain miscalculation. By the mid-1980s, troubling episodes on and above the high seas had declined markedly, and INCSEA served as evidence of a successful confidence-building measure.

INCSEA, ultimately, was a product of a specific historical moment when two competing powers mutually agreed to diminish the strategic, tactical, and accidental escalatory catalysts. Senior leaders in the United States and the Soviet Union recognized that competition could occur without risky conduct below the threshold of war. Confidence-building measures governing visible objects and domains, such as the high seas, proved easier to implement. Policymakers in Washington and Moscow mutually agreed that they benefited by reducing tension, and a transparent code of conduct on the high seas was one lever by which to restore stability for bilateral relations and geopolitics.

However, the political conditions that led to INCSEA are largely missing today. While there is a movement toward some agreement on normative measures in the United Nations, the required political conditions are much broader than that. The relationships between the three major cyberspace powers today—namely, the U.S., China and Russia—are far more contentious than what was present during the period of détente leading up to the INCSEA agreement.
precursor to INCSEA. There is also no clear motivation by the major powers to explore new arms control measures for cyberspace, and no shared drive to tamp down tensions as there was in the late 1960s and early 1970s after the U.S. and the Soviet Union had come close to the brink during the Cuban Missile Crisis in 1962.

Today’s arms control environment, rather, is one where we see significant backsliding with major treaties having been recently jettisoned, such as the Anti-Ballistic missile treaty, the Intermediate Nuclear Forces Treaty, and the Open Skies Treaty. Rather than cooperation and threat reduction, the major powers appear to be in a mindset of unbridled competition—more akin to the 1950s and early 1960s when we saw significant international crises, and when arms control seemed far off into the future. But surely, political conditions could change in the wake of a major crisis, or given significant changes in the leadership of the major power states. So if these conditions do change, could INCSEA address the fundamental realities and challenges of cyberspace competition?

Not really. The reasons are three-fold.

First, cyberspace operations occur in cyberspace via a network of data centers, servers, routers, switches, computers, and devices owned by private and government entities in sovereign territory—and there is no similar consensus upon the existence of an equivalent of the “high seas” in cyberspace. Even if operators conceal their locations, they are always operating in sovereign territory on someone’s network. Damage, disruption, or theft done to data on a network therefore impacts a specific data owner or operator, and is a violation of sovereignty.

Second, while cyberspace operators might “bump into” each other on the infrastructure if they are both present on a network—two intruders passing in the night, as it were—these are virtual interactions and seem unlikely to cause inadvertent material harm in the same way that navies could do so on the high seas. The intruder would need to manipulate data and cause material and irreversible harm for it to be analogous, in some way, to two ships colliding on the open seas. Similarly, there would need to be some risk that an incident of cyberspace operators bumping into each other could rise to the level of an armed attack under international law, via the irreversible destruction of life or property, if it were to plausibly carry a significant risk of escalating to war. This is an unlikely occurrence in cyberspace.

Third and most importantly, if the United States and Russia or China are to have productive conversations about cyberspace, the most important issue is for the states to make progress on adhering to bounds of acceptable state behavior in peacetime and conflict. This is a far greater legal and policy challenge for the bilateral relationship, and an INCSEA-like agreement is wholly irrelevant to its resolution.

Cyberspace is a new arena of operations. Over the last decade, as access has increased exponentially across the globe, adversaries have flourished in the “gray space” below the level of outright conflict that cyberspace affords, escalating their operations against the United States without fear of real retribution. That is how China has stolen U.S. intellectual property through cyberspace with impunity, why North Korea broke into and damaged Sony Pictures Entertainment’s networks before the release of the parody film The Interview, and why the Russian Federation conducts cyber-enabled disinformation operations in advance of U.S. elections, penetrates U.S. critical infrastructure, and sows seeds of social discord within the U.S. population. For more than a decade, revisionist nation states have exploited the vulnerabilities that cyberspace affords. Countries have conducted hostile operations online, through disinformation and cyberspace operations, without
ever having to leave their home, with limited resource investments, recognizing that the United States was not entirely sure how best to respond.

For years the United States largely held back against each of the above actors, not wanting to trigger a tit-for-tat response in cyberspace that could escalate. Instead, the United States sought to impose retributive costs through indictments and sanctions. This did not help achieve deterrence in cyberspace. But perhaps the Russian government’s interference in the 2016 U.S. Presidential election was a watershed moment. In 2018, the United States military gained the authority with which to conduct cyberspace operations to stop cyberattackers in advance of attacks against core U.S. interests, an expression of the new U.S. strategy to “defend forward” in cyberspace. This suggests that, if the United States has indicators and warning of a potential cyberattack against its vital interests—such as its critical infrastructure—as it did in advance of the 2018 elections, the United States may take action to defend American interests online. Outside of the U.S. military’s use of operations in cyberspace, following a spike in ransomware attacks in 2020 and 2021 against hospitals and infrastructure, the U.S. Department of Justice targeted cybercriminals by seizing their bitcoin holdings, and the U.S. Treasury Department implemented sanctions on the global malware market by targeting cryptocurrency instruments.

The goal of this increasingly forceful response posture is to help set and assert the bounds of acceptable behavior, along with deterring hostile activities, to include countries that allow ransomware operators to conduct criminal activities without fear of arrest. The Russian government’s actions in the SolarWinds intrusion and in allowing ransomware groups to flourish within its borders remains a pre-eminent concern in matters of policy and law for the United States in cyberspace. This problem cannot be addressed through an INCSEA-like agreement because the principal issue is that the Russian government allows malicious cyberspace operators in its territory to act with impunity.

If there is any place for legal agreements in matters of cybersecurity, diplomacy should occur around the question of how to set and maintain responsible state behavior in cyberspace. The cybersecurity community has made progress here in multilateral fora. Concurrent with the United States increasing its efforts to deter and disrupt attacks on its interests, the United Nations countries have built on decades of work from the UN’s cybersecurity Group of Governmental Experts (GGE) to affirm the need for norms of operations in cyberspace, such as refraining from targeting medical devices or other critical infrastructure. But unlike with INCSEA, these multilateral agreements do not seem to have curtailed Russian malign influence operations in cyberspace.

Bilaterally, the U.S. and Russia put in place emergency communications during the Obama administration to tamp down the chance of conflict spiraling out of control. Increasing communication about strategic capabilities is certainly to the good, and that might be what has urged the call for an INCSEA-like treaty: to discuss and shape how forces operate. But the United States can pursue those discussions through existing lines of communication around norms and crisis management.

The analogies of an INCSEA treaty otherwise fail to demand a new direction for U.S. policy and law. Recall that the original INCSEA treaty established rules of the road for maneuvering military weapon platforms (and later, merchant marine ships as well) to include the use of flag communications between vessels. At times these frightening close maritime engagements involved nuclear...
weapon platforms such as strategic missile submarines and bombers. INCSEA also set rules of the road for the use of weapon engagement threats such as the opening of bomb bay doors on bombers that are nearby ships, the use of fire control radars against other vehicles or vessels, and simulated attacks.

For these two conditions, there is clearly no analogue yet in cyberspace. There is no record of threatening engagements between military cyberspace operators of one country and the strategic platforms or weapon systems of another, nor do we know of equivalent "dangerous maneuvers" in cyberspace that could put either side at risk. Last, there is no clear way to brandish weapons threats from cyberspace operators against specific weapons systems or platforms. Cyberspace operators do not seem to saddle up to one another and show off their malware in a chat room to threaten the other side. The absence of these conditions makes it unlikely today that cyberspace operations could result in inadvertent nuclear escalation, or that cyberspace operators could scare strategic weapons operators and their chain of command into using their weapons.

For these reasons, it is doubtful that an INCSEA-like agreement for cyberspace would be germane to the security concerns of today's cyberspace competition, that it could tamp down strategic tensions between states, or that such an agreement could be practicable.

The INCSEA treaty of 1972 was clearly a product of a period when the major powers sought détente and a reduction in tensions, and incidents on the high seas—outside of sovereign waters—between military combatants in peacetime were a potential vehicle to accidental or inadvertent escalation between nuclear armed states. There is no relevant mapping of this historical context to the political situation in 2021, nor does the situation in maritime affairs in the late 1960s and early 1970s have any relevance to cyberspace operations today. While the political conditions for such agreements could change rapidly given a change in geopolitics, it is hard to imagine how the strategic and operational context of military competition in cyberspace could approximate the maritime context of the period.

The views and opinions of the authors expressed herein do not necessarily state or reflect those of the United States government or Lawrence Livermore National Security, Inc. LLNL-JRNL-829171
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A lack of agreed signaling protocols nearly led to World War Three. On October 27, 1962, at the height of the Cuban Missile Crisis, the US Navy cornered one of the few Soviet submarines unaccounted for off the coast of Cuba. In an effort to convince the FOXTROT-class sub B-59 to surface, the destroyer USS Cony employed practice depth charges—which, however, were not accurately identified as such by the beleaguered crew. When the sub did indeed surface and engaged in communication, an anti-submarine aircraft flew low over the sub and dropped flares and pyrotechnics. This convinced the captain of the sub to crash drive, and, according to the detailed account in the 2020 book *Nuclear Folly*, a vigorous debate ensued on board the ship as to whether this constituted an attack, and the order was given to fire the sub’s nuclear torpedoes, each with 10 Kiloton warheads, at the US navy task force. It was only in the last moment that the fire order was rescinded.

The 1972 Incident at Sea Agreement (INCSEA) was a milestone in de-escalation and confidence building. In clear and concise language, it created rules for a number of possible scenarios where Soviet and American navy forces might meet on the high seas—such as that which occurred during the Cuban Missile Crisis, where misunderstandings over signaling nearly led to an apocalypse. The success of INCSEA did not come lightly. By the time it was signed, ten years after the
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incident described above, the rapidly expanding Soviet and US Navies were increasingly bumping into each other—often enough literally. The potential for “inadvertent escalation”—i.e., accidental war—was obvious. Agreed-upon norms were clearly needed. However, it still took both sides nearly four years to negotiate the agreement after the US first proposed it. But it was worth it; although the Cold War would go on to thaw and freeze and thaw again, the military-to-military agreements held sound, and prevented something worse from happening. In 1983, Secretary of the Navy John Lehman cited the accord as “a good example of functional navy-to-navy process” and credited this area of Soviet-American relations with “getting better rather than worse.” In 1985, he observed that the frequency of incidents was “way down from what it was in the 1960s and early 1970s.” This was despite a much-expanded navy on both sides.

The success of INCSEA has often been remarked upon when considering possible agreements in dealing with escalating cyber tensions today—after all, “disentangling” forces in cyberspace may seem like a practical and useful step in order to avoid serious accidents. Indeed, if anything, the scope of misunderstandings in cyberspace is even larger then that between navies during the Cuban Missile Crises: the realities of the domain mean that, for instance, it can be difficult for a cyber defender to differentiate between a malicious act as an attempt at espionage or as preparation for an act of war. INCSEA is not the only such agreement from which to draw, and the 1989 Prevention of Dangerous Military Activities Agreement has some very promising cyber-adaptable aspects as well, as we shall see later.

But INCSEA is often evoked as the main model for a potential operational cyber agreement. Detractors to the INCSEA-for-cyber (INCSEA-C) model sometimes like to point out that sea and cyber domains are not mirror images of each other. This is true, but the differences should not be overemphasized. All domains are unique, and it is the commonalities that need to be considered in a transposition, not the differences. The challenge, for instance, of establishing definitive attribution also exists at sea, and both planes and especially submarines are not always clearly identifiable. And, as with navy forces, cyber forces have to “navigate” a domain that is often not bound by territorial sovereignty, and must consider civilian traffic as well.

The position of the United States (and most of the like-minded group of liberal democracies) over the last decade has been to avoid any formal political agreement on cyber conflict, for at least four good reasons: Firstly, most potential terms in cyber “treaties” were considered to be unverifiable, and would lead only to rampant cheating (or the expectations of such) and thus would prompt even more instability. Secondly, the implication that current International Law was not sufficient would create a precedent to open up other areas to new negotiation. Thirdly, any treaties on cyberspace would imply that states were the ultimate arbiter of the entire domain, conflicting with the Western position of a nonstate-led Internet. Fourthly, Russia has persistently led China and others in trying to equate what they view as psychological information warfare with technical cyberattacks. Effectively, this has amounted to focusing on means to protect what they call their “Internet segment” from content they consider destabilizing. When in September 2020 Russia’s President Putin offered to negotiate with the United States on INCSEA-for-cyber, these four points were clearly apparent, and he added a fifth reason to refuse such an offer: not giving Russia the status of a peer with the United States in a bilateral agreement, something undeniably politically important to Vladimir Putin. As a result, the Russian INCSEA-C offer was largely and understandably dismissed by US and Western commentators.

Even though the INCSEA-for-cyber as a bilateral US–Russian agreement may be out of the question for the moment, there are good reasons why an INCSEA-C could be considered in a differ
ent, multilateral format, although not on the basis of the Russian September 2020 proposal. For instance, it could be considered as a new Confidence Building Measure within the Organization of Security and Co-operation in Europe (OSCE, although China would be absent), or even as a Memorandum of Understanding appended to existing UN First Committee initiatives. For the four basic reasons that like-minded democracies tend to (rightly) refuse cyber agreements do not apply here: “disentangling cyber” does not require counting cyber forces or even clear attribution of actual “attacks;” so the first concern of cheating leading to escalation is largely mute. If cast as an agreement (let alone as a Confidence Building Measure or Memorandum of Understanding), it would not be a “treaty” in that it would create new international law, but quite the opposite (as we shall see below), it can reinforce existing law—so the second concern would be mute. Regarding the third concern on undermining the nonstate-led Internet governance model; the focus is only on proscribing state behavior, so with correct wording this danger could be avoided as well. And regarding the fourth concern—not equating psychological-effect actions such as propaganda and covert influencing with the use of force and armed attack—this has been a cornerstone of international law for decades, and should not be reversed, despite recent Western military’s considerations of responding to disinformation with kinetic-equivalent operations as a counter measure under international law. This precondition admittedly would likely be the largest stumbling block in getting the process off the ground.

But if all this were possible, that would leave the final, perhaps most important, question: what would an INCSEA-for-cyber actually do? What would it look like? This is where the efficacy of the original INCSEA agreement comes into play, where the military negotiators crafted a bare-bones agreement on three pages and with five articles of agreement. As a thought experiment, it is an interesting challenge to transpose the document directly to cyber, although, immediately, some transpositions are easier than others.

For instance, Article I of the INCSEA would already seem a stumbling block. In the original document, definitions of “ship,” “aircraft,” and “formations” are agreed upon—and only in 122 words. This would undoubtedly be trickier for INCSEA-C; while the Internet, computers and networks might be easy to define, the stumbling block cyber/information/data “weapon” could be huge. The solution? Do not refer to weapons, but rather to possible effects (such as “interfering with…”) that are technologically independent. A similar track has been taken with the current norms of restraint put forward in the UN First Committee processes.

Article II of INCSEA directly references and invokes the “International Regulations for Preventing Collisions at Sea” (later called COLREGs), a set of agreements under the International Maritime Organization that are commonly referred to in the document as “Rules of the Road.” Veteran watchers of the UN First Committee Processes will remember that the eleven norms agreed upon in the 4th Group of Governmental Experts (GGE) Report are often described as “rules of the road.” In both cases, the intent was to reinforce existing international law while explicitly spelling out nonbinding and voluntary norms of behavior. The same principle could apply for Article 2 in an INCSEA-C: a clear commitment to the UN General Assembly-endorsed eleven norms would
provide both a common point of departure while reinforce existing international law. Just like the COLREGs outlined in 1972, the eleven GGE norms would represent a “common language” on specific behavior that is partially only further spelled out in the INCSEA-C. The importance of this common baseline is critical; one criticism of a similar bilateral military agreement between China and the United States is that it has largely failed due to a lack of common rules of the road being spelled out.

10 Article III of INCSEA focuses on “hazardous actions and maneuvers,” and a number of ideas are remarkably pertinent for a transposition to cyber. For instance, Article III paragraph 6 directly says that the Parties should “not simulate attacks,” by aiming guns or such, at each other. One of the most significant challenges in cyber is that some activities do not seem to have other functions (such as intelligence gathering) and are either a clear threat of the use of force, or even a case of advanced preparation of the battlefield. For instance, leave-behinds (large encrypted files) in critical infrastructure networks without any meaningful raw intelligence value can often only be interpreted as a preparation for attack. Often enough, activities observed, e.g., in the power grid meet this case, and sometimes the attacker may even draw attention to their existence by a cyber “shot across the bow” that may be excessively escalatory. In the same paragraph 6, another interesting parallel can be found, namely “not using searchlights or other powerful illumination devices to illuminate the navigation of bridges of passing ships.” The reason for this is obviously one of blinding the crew and thus imperiling ship navigation. A near parallel for this could actually be “excessive” or malicious port and network scanning activities. While port and network scanning are regular and should be considered part of the background noise of the Internet, excessive or malicious port scanning, such as shining a blinding light into a ship’s pilot’s eyes, can cause a defender undue concern that a serious attack is coming. It can even directly affect some network activity. Speaking of affecting network activity, paragraph 3 explicitly excludes navy ships from conducting maneuvers through areas of heavy traffic. Something similar could be said about an injunction of governments prohibiting the conducting of training (or offensive peacetime operations) that unduly infringes upon the availability or integrity of civilian services.

One of the most intriguing parallels to be drawn in Article III is, however, paragraph 4. It reads “ships engaged in surveillance of other ships…avoid executing maneuvers embarrassing or endangering the ships under surveillance.” In seaman’s terms, “embarrassing another ship” means causing it to take evasive actions in a way that may endanger it or others. There is a case to be made that there is such a thing as “cyber embarrassment”: a case where the surveilling actor causes the defending actor to undertake actions damaging to itself or others. If, for instance, a cyber espionage case is so severe that, e.g., a foreign ministry is forced to disconnect itself from the Internet to attempt to clean up the attack, this “cyber maneuver” would cause significant follow-on effects, such as, for instance, citizens in urgent need of help would not be able to contact their representatives. This example is made even more poignant in purely civilian cases, such as when emergency or 911 numbers and similar numbers are affected. This author has speculated on what cases of cyber-espionage could potentially rise to the level of a threat or the actuality of use-of-force, and more recently law scholars have also started to opine on the matter. The notion of a “cyber embarrassment” is therefore a potentially rich field for deliberation that easily exceeds this short essay.

Often enough, activities observed, e.g., in the power grid meet this case, and sometimes the attacker may even draw attention to their existence by a cyber “shot across the bow” that may be excessively escalatory.
Article IV of INCSEA concentrates on the hazardous maneuvering of aircraft over ships. But it provides a useful point of departure for a cyber version to concentrate on something similarly connected to one domain but part of another—and that is security of communication links, in particular those of undersea cables and satellite. While nations have always considered spying on communication cables (and satellites) to be a justified activity in peacetime, some limitations may be reasonable if there is a reasonable chance that the availability or integrity of civilian services could be affected. This would include any kind of interference that interrupts the communication completely, such as, for instance, by inadvertently cutting a cable while tapping it, or a poorly-designed cyber espionage attack on a satellite or ground station that renders the system temporarily inoperable. While these infrastructures are already indirectly covered in international law as well as the 4th and 6th UN GGE Report, they have not been previously explicitly mentioned. This would also be a great opportunity to directly address the security of the global undersea cable infrastructure overall, also highlighting that implied conventional threats carried out with loitering with naval vessels (as occurred in 2015, 2018, and recently in 2021)¹⁴ would be out of bounds as well. Artful wording in this paragraph would even be able to address yet another increasingly problematic issue, namely, one of wideband GPS jamming, which has led to a number of naval incidents as of late.¹⁵ Ideally, a separate Article could even be considered binding all parties to non-interference in the availability of integrity of the basic backbone infrastructure of the global Internet. A norm proposed by the Global Commission on the Stability of Cyberspace (GCSC) on the non-interference with this so-called “public core” could provide a baseline; indeed, much of the spirit of the GCSC’s work was already adopted in the reports of the 2021 Open-Ended Working Group and GGE.

This Article could also allow the introduction of a category of protection found in a different mil-mil agreement, namely the “Special Caution Areas” (SCAs) mentioned in the 1991 Prevention of Dangerous Military Activities Agreement.²⁶ SCAs are defined by each party in mutual agreement, and have special protective measures assigned to them. For instance, an SCA could include the dedicated nuclear command and control infrastructure of a country;²⁷ and the activity in question could be a prohibition on all kinds of cyber activity in this SCA to avoid any appearances that these capabilities were to be preemptively eliminated. SCAs could also, however, include a number of civilian infrastructures, including large Internet Exchange Points and others. Indeed, the aforementioned “public core of the Internet” infrastructure would represent an easy SCA to which all could likely agree.

The remaining Articles address the exchange of information, both operationally at sea as well as strategically, between military staffs reviewing the agreement. In cyber terms there have been repeat efforts to instigate similar communication protocols, both at the operational and political (but not at the in-between strategic) levels, but they often have been inconclusive. The most common operational approach has been to identify national technical points of contact on the defender side (national CERTs or equivalent). Most of these arrangements (with notable exceptions such as CBM 8 of the OSCE)²⁸ miss a crucial element: an escalation ladder in case of non-responsiveness, going up to the political level, such as, for example, to a responsible cabinet minister, if necessary.²⁹ Further, there are few (if any) such regular strategic exchanges between actual cyber commands or similar entities that are responsible for offensive cyber operations. A “cyberhotline” can be described as a political level tool, and, if used without support from regular links established on the
strategic level, can potentially be a dead end, as seen in the 2016 US Presidential Election. Equally important, therefore, are multiple direct international links between leading officials and officers in cyber policy. Finally, there is no process yet within the multilateral space by which to have a closed emergency consultation on cyber issues—there is no “in between” forum between a closed emergency UN Security Council meeting and bilateral or public exchanges, such as the confidential network the OSCE tries to provide to its participating states. This means that there is a lack of options by which states may properly signal to each other that there is a crisis, potentially leading to a state of public recriminations and loss of escalation control.

In conclusion, it may need to be stressed that any good agreement would require sacrifices on both sides. There are points in the above thought-experiment that might be difficult for members of the like-minded group of liberal democracies to accept, and there are certainly points that would be difficult for Russia and China to accept as well. It will only be feasible if those responsible think that such an agreement will have more benefits than costs—and it is very obvious that costs and benefits (the equites) are not being assessed equally across and between governments. The situation is further complicated by the reality that the two main ideological blocks in cyber have fundamentally different priorities in what they want from these discussions—the United States and the like-minded group may be worried about “cyber war,” but Russia and China are certainly more concerned with what they think is “Information war.” The INCSEA-C thought experiment is clearly orientated toward the former concern. Overall, the success and failure of such an agreement would largely depend on the sophistication of those negotiating it, and it would require some time, until the political will has been adequately mobilized. However, as we have seen over recent years, the political will and intent on cyber issues has gyrated widely, often depending on serious cyber incidents to set the agenda. Smart policy making will be aware of the threat of allowing the news headlines to dictate the conversation, and would be well advised not only to react, but to get ahead of the curve. Thinking seriously about a multilateral Incident at Sea for the Cyber model is a good step in regaining the initiative.
Endnotes


3 This includes also by representatives of the United States State Department.

4 Attribution is remarkably similar in places—when claiming infringements of an air defense identification zone, common practice of states was not to require technical evidence (such as radar pictures)—for the same reasons that attribution of cyber attacks are often done without presenting technical data.

5 Tom Balmforth and Anton Kolodyazhnyy, “Putin says Russia and U.S. should agree not to meddle in each other’s elections,” Reuters, September 25, 2020, https://www.reuters.com/article/uk-russia-usa-putin-idUKKCN26G10M

6 For instance, see Greg Austin and Alexander Stronell, “Why Putin’s call for a US–Russia cyber reset will fall on deaf ears,” The International Institute for Strategic Studies, October 1, 2020, https://www.iiss.org/blogs/analysis/2020/09/csfcs-putins-cyber-reset. However, it needs to be pointed out that a former senior US Department of State representative stated that he and his colleagues had raised the idea of the INCSEA-C themselves in a multilateral context before, and the US government overall has been open to this idea in the past.

7 The majority view of scholars is that the original INCSEA is still considered as an “agreement,” not a “treaty”—while the signing parties clearly define it as an agreement (e.g., not creating international law, and not requiring ratification by the US Senate), this might change with time, as other states adapt it as common practice.


Gareth Corfield, “Russia spoofed AIS data to fake British warship’s course days before Crimea guns showdown,” The Register, June 14, 2021, https://www.theregister.com/2021/06/24/russia_aisSpoofing/


This is notwithstanding some claims by US analysts that some nuclear powers may have “purposely entangled” their conventional and nuclear C&C structure to prevent them from being targeted. Even if true, it is irrelevant—using the example of the DMAA, an SCA may only be agreed by all parties, not declared unilaterally.

One of these is the MERIDIAN Group Contact List, although this does include China and Russia.


A similar “contact escalation ladder” is implied in Confidence Building Measure 2 of the OSCE list. See, Organization for Security and Co-operation in Europe Permanent Council, “Decision No. 1202 OSCE Confidence-Building Measures to Reduce the Risks of Conflict Stemming from the Use of Information and Communication Technologies,”. This author proposed that component in the OSCE 1039 working group, and justified it with the experience of the China–Japan–Korea Memorandum of Understanding that utilized this approach.

The US–Russia “cyber hotline” was set up in 2013 on the basis of the famous nuclear “hot line,” but was only used once, in 2016, to little effect. Erin Banco and Kevin Poulsen, “This Hotline Could Keep the U.S. and Russia From Cyberwar,” The Daily Beast, March 07, 2019, https://www.thedailybeast.com/this-hotline-could-keep-the-us-and-russia-from-cyber-war


About the Author

Dr. Alexander Klimburg is Director of the Global Commission on the Stability of Cyberspace Initiative and Secretariat and Director of the Cyber Policy and Resilience Program at The Hague Centre for Strategic Studies. He is an Affiliate and former Fellow at Harvard University, and an associate fellow at the Austrian Institute of European and Security Policy. Alexander Klimburg has worked on numerous topics within the wider field of international cybersecurity. He has acted as an adviser to a number of governments and international organizations on national cybersecurity strategies, international norms of behavior in cyberspace and cyber-conflict (including war, cyber-crime, and cyber-espionage), critical infrastructure protection, and internet governance. He has participated in international and intergovernmental discussions within the European Union and the Organization for Security and Co-operation in Europe and has been a member of various national, international, NATO, and EU policy and working groups. He has given dozens of invited talks and regularly participates and organizes track 1.5 diplomatic initiatives as well as technical research groups. He is author and editor of numerous books, research papers, and commentaries and has often been featured in the international media, including in Newsweek, Reuters, and others. His most recent book The Darkening Web: The War for Cyberspace was published by Penguin Press.